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Enterprise Risk Management in Government-Affiliated Organizations 
 

Abstract 

 The development of enterprise risk management (ERM) has led organizations to adopt an 

integrated approach to risk management that aims to recognize risks as both opportunities and 

threats and focus on optimizing their risk. This paper compares ERM implementation in firms 

that are government-affiliated and those that are not, finding that publicly affiliated organizations 

on average are less prepared to appropriately manage risk and seize opportunities related to their 

objectives. This study also finds that there are significant differences in ERM implementation 

between industries, firms that face competition are associated with higher risk maturity whether 

government-affiliated or not, and government entities on average have lower risk maturity.  
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INTRODUCTION 

All organizations, whether private, public, or governmental, face some levels of risk. 

Environmental changes occur frequently, and organizations are often exposed to both new 

opportunities and threats. Companies, for example, are currently coping with rapid changes in 

technology and market trends, increasingly compressed product life cycles, and greater 

production complexities.1 Risks can be very difficult to quantify, but enterprise-wide risk 

management (ERM) frameworks have been developed to measure, control, and manage the 

unavoidable risks that come from these environmental changes. 

 Although ERM was formulated in the mid-1990s, the use of ERM practices gained favor 

following the tragic attacks on September 11, 2001 in New York and the 2008 economic crisis.2 

Historically, risk was looked at mainly in relation to safety and insurance, but over time this 

transactional approach has given way to a strategic approach through ERM.3 Risks were viewed 

as threats, and traditional practices focused on avoiding unfavorable events and managing risk 

separately within silos.4 As ERM has developed, organizations are now adopting an integrated 

approach to risk management that aims to recognize risks as both opportunities and threats, 

embed risk concerns in their operations, and focus on optimizing their risk.5 Under ERM, risk is 

no longer a separate function managed within silos, but rather managed holistically at the highest 

 
1 Choi, Y., Ye, X., Zhao, L., & Luo, A. C. (2015, February 10). Optimizing enterprise risk management: a literature 

review and critical analysis of the work of  Wu and Olson. Retrieved from 

https://link.springer.com/article/10.1007/s10479-015-1789-5. 
2 Wu, D. D., & Olson, D. L. (2010c). Introduction to special section on “Risk and technology”. Technological 

Forecasting and Social Change, 77(6), 837–839. 
3 Choi, Y., Ye, X., Zhao, L., & Luo, A. C. (2015, February 10). Optimizing enterprise risk management: a literature 

review and critical analysis of the work of  Wu and Olson. Retrieved from 

https://link.springer.com/article/10.1007/s10479-015-1789-5. 
4 Hardy, K. (2010). Managing Risk in Government: An Introduction to Enterprise Risk Management. Retrieved 

from https://enterrasolutions.com/media/docs/2013/09/RiskinGovernment.pdf. 
5 Gatzert, N., Martin, M. (2015). Determinants and Value of Enterprise Risk Management: Empirical Evidence from 

the Literature. Risk Management and Insurance Review, Vol. 18 (1), pp. 29-53. 
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levels of authority with top-down planning and control.6 ERM practice takes into account 

operational, financial, strategic, and reputational risks.7 Wu et al. show that these different types 

of risks are cyclically interrelated, proving that the origin of these enterprise risks could be 

external, internal, or procedural. The impacts of these risks are also interdependent.8  

 This paper will aim to answer two related questions through empirical analysis of how 

government-affiliated firms structure their ERM. This paper will use the terms government-

affiliated firms and publicly affiliated firms interchangeably. Firstly, is there a significant 

difference in the adoption and success of ERM practices between publicly affiliated firms and 

non-publicly affiliated firms? Secondly, within the category of government-affiliated 

organizations, how does the adoption of ERM practices vary with environmental factors? 

 This study will have three important contributions. Although previous studies have 

examined how shareholder pressure and institutional ownership is associated with the degree of 

ERM implementation, there is a gap in the literature regarding empirical research on ERM 

practices in general given that access to accurate and large-scale data is limited.9 The first 

contribution of this study will be to address this gap with a sample of 1,202 non-publicly 

affiliated firms and 163 government-affiliated firms. Additionally, previous large-sample cross-

sectional studies on ERM have focused on the adoption of a certain ERM framework rather than 

under what conditions the framework was implemented. Based on survey responses, this study 

 
6 Hardy, K. (2010). Managing Risk in Government: An Introduction to Enterprise Risk Management. Retrieved 

from https://enterrasolutions.com/media/docs/2013/09/RiskinGovernment.pdf. 
7 Hardy, K. (2010). Managing Risk in Government: An Introduction to Enterprise Risk Management. Retrieved 

from https://enterrasolutions.com/media/docs/2013/09/RiskinGovernment.pdf. 
8 Wu, D. D., & Olson, D. L. (2010c). Introduction to special section on “Risk and technology”. Technological 

Forecasting and Social Change, 77(6), 837–839. 
9  Choi, Y., Ye, X., Zhao, L., & Luo, A. C. (2015, February 10). Optimizing enterprise risk management: a literature 

review and critical analysis of the work of  Wu and Olson. Retrieved from 

https://link.springer.com/article/10.1007/s10479-015-1789-5. 
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will delve into the organizational and environmental contexts that determine the successful 

implementation of ERM processes by those who coordinate the risk management processes in 

their organizations.  

The second will be to provide analysis on ERM specificities in different sectors based on 

their industry. Limited ERM research has been conducted that compares firms within each 

sector, and this study will provide an additional level of analysis of firms within specific 

industries, including Oil and Gas, Education, Aviation, and Pharmaceuticals. 

The third contribution will be to provide analysis on ERM specificities and 

implementation in firms of different ownership. By comparing government-affiliated firms with 

those that are not, this paper will show the impact of different incentives and management 

structure on risk management. The analysis will also uniquely contribute to research on ERM by 

examining ERM practices within government-affiliated organizations, focusing on how funding 

sources and competitive pressures can affect risk management. 
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LITERATURE REVIEW 

 Several frameworks have been developed that provide principles, a structure, and a 

process for risk management. The International Organization for Standardization (ISO) and the 

Committee of Sponsoring Organizations of the Treadway Commission (COSO) have put forth 

two of the most widely used frameworks that align an organization’s strategy and objectives with 

its ERM and establish accountability and incentives for risk management.10 COSO in particular 

emphasizes that ERM encompasses “aligning risk appetite and strategy, enhancing risk response 

decisions, reducing operational surprises and losses, identifying and managing multiple and 

cross-enterprise risks, seizing opportunities, and improving deployment of capital.”11 

 Applying the concepts from the frameworks is said to put the firm in a position to 

identify, manage, and respond to all types of risk, given that the processes are integrated across 

functions and decision contexts. The U.S. Government and Accountability Office (GAO) also 

released an ERM framework in 2016 tailored specifically for implementing ERM in federal 

agencies, though it relies on the same basic principles as the other two frameworks.12 The annual 

Federal ERM Survey has reported for the past four consecutive years, however, that there is 

limited capability maturity in several areas of Federal ERM due to persisting structural and 

cultural barriers.13 

 
10 International Standards Organisation (2009) Risk management — principles and guidelines. ISO 31000:2009. 

Geneva: International Standards Organisation. 
11 COSO. (2004). Enterprise risk management – Integrated framework. New York: Committee of Sponsoring 

Organizations of the Treadway Commission. 
12 U.S. GAO. (2016, December 1). Enterprise Risk Management: Selected Agencies' Experiences Illustrate Good 

Practices in Managing Risk. Retrieved from https://www.gao.gov/products/GAO-17-63. 
13Association for Federal Enterprise Risk Management, & Guidehouse. (2018). Federal Enterprise Risk 

Management 2018 Survey Results. Retrieved from https://1uddzv3jilfm3ce6g3u2j7b1-wpengine.netdna-ssl.com/wp-

content/uploads/2018/10/GH-073d_WP-ERM-Survey-Report-2018.pdf. 
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 The current literature on ERM mainly falls into one of three categories: examining the 

factors that influence ERM adoption, the effects of ERM adoption on firm performance, or ERM 

practices in specific organizational settings. Beasley et al. (2005) found that ERM is more likely 

to be implemented when there is a Chief Risk Officer (CRO), the CEO and CFO are in support 

of adoption, and the board is independent. Based on data from 123 firms, they also found a 

positive correlation between ERM implementation and firm size and firms in education, banking, 

and insurance.14 Gordon et al. (2009) analyzed data from the U.S. Securities and Exchange 

Commission on 112 firms and concluded that firm performance when using ERM is dependent 

on whether the firm chose a suitable ERM based on firm size and complexity, environmental 

uncertainty, industry competition, and monitoring from the board of directors.15 Paape and 

Speklè (2012) conducted a study using data from 825 companies from the Netherlands, both 

public and private sector, and shows empirical evidence that the extent to which a certain 

company implements ERM is influenced by internal factors, ownership structure, the regulatory 

environment, and firm and industry characteristics.16 

 Pagach and Warr (2011) used the existence of a CRO in an organization as a proxy for 

ERM implementation, and from a sample of 138 firms found that large companies with volatile 

cash flows and risky stock returns are more likely to have adopted ERM practices.17 Liebenberg 

and Hoyt (2003) find that shareholder pressure is a primary motivator for ERM adoption, but that 

if ownership is dispersed then executives may find it easier to neglect shareholder preferences 

 
14 Beasley, M. S., Clune, R., & Hermanson, D. R. (2005). Enterprise risk management: An empirical analysis of 

factors associated with the extent of implementation. Journal of Accounting and Public Policy, 24(6), 521–531. 
15 Gordon, L. A., Loeb, M. P., & Tseng, C. Y. (2009). Enterprise risk management and firm performance: A 

contingency perspective. Journal of Accounting and Public Policy, 28(4), 301–327. 
16 Paape, L., & Speklè, R. F. (2012). The adoption and design of enterprise risk management practices: An empirical 

study. European Accounting Review, 21(3), 533–564. 
17 Pagach, D., & Warr, R. (2011). The characteristics of firms that hire chief risk officers. Journal of Risk and 

Insurance, 78(1), 185–211. 
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while pressure from institutional investors is more likely to be considered.18 Farrell and 

Gallagher (2015) conclude that the valuation premium in relation to ERM is driven mainly by 

the risk culture as well as the degree of integration of ERM practices within the organization. It 

is also driven by the degree to which the board considers ERM an essential element in strategy 

development and planning.19 Ittner and Keusch (2016) analyze the influence of risk management 

value creation objectives on the incorporation of risk considerations in planning and control 

systems. They find that organizations that focus mainly on minimizing budget risks or lowering 

total cost of risks tend to use ERM less effectively and achieve lower firm value than 

organizations that holistically consider both the opportunities and threats present in risk.20 Ittner 

and Michels (2017) use detailed survey results and publicly available earnings forecasts from 

publicly-traded companies to provide empirical support for the conclusion that overall more 

sophisticated risk-based forecasting and planning is associated with more accurate management 

earnings forecasts.21 

  

 
18 Liebenberg, A. P., & Hoyt, R. E. (2003, June 10). The Determinants of Enterprise Risk Management: Evidence 

From the Appointment of Chief Risk Officers. Retrieved from 

https://onlinelibrary.wiley.com/doi/full/10.1111/1098-1616.00019. 
19 Farrell, M., & Gallagher, R. (2014, March 10). The Valuation Implications of Enterprise Risk Management 

Maturity. Retrieved from https://onlinelibrary.wiley.com/doi/full/10.1111/jori.12035. 
20 Ittner, C., & Keusch, T. (2016). Incorporating risk considerations into planning and control systems: The 

influence of risk management value creation objectives. In P. Linsley & M. Woods (Eds.), The Routledge 

Companion to Accounting and Risk. London: Routledge forthcoming. 
21 Ittner, C.D. & Michels, J. Rev Account Stud (2017) 22: 1005. https://doi.org/10.1007/s11142-017-9396-0 
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DATA AND METHODS 

Sample Selection 

The sample is drawn from respondents to Aon’s Risk Maturity Index (RMI) survey. Aon 

is a leading global professional services firm that provides a wide range of insurance brokerage, 

risk management, and human resource services. Aon designed the Risk Maturity Index so that 

organizations could self-evaluate and gauge the effectiveness of their enterprise risk management 

compared to a benchmark. Aon, working with scholars and industry risk experts, developed the 

RMI survey, which was then pre-tested with risk management executives to ensure that 

respondents could clearly understand the questions and response anchors as well as confirm the 

questions could be answered accurately. The RMI survey also encompasses the principal 

components of the Committee of Sponsoring Organizations of the Treadway Commission’s 

enterprise risk management framework. 

The RMI survey is targeted towards C-suite executives and those in high-level risk 

management positions who are actively involved in the risk management practices of their 

organizations. Participants are recruited through contacts with Aon clients or at industry and 

professional events. To preserve data integrity and ensure the questions can be answered 

accurately, potential survey respondents must first contact Aon to verify that they possess the 

necessary knowledge of the organization’s risk management activities. Provided the participant 

is eligible and has the requisite knowledge, Aon sends an invitation e-mail with a unique 

password that grants access to the online survey and acts as the organization’s identifier. The 

respondent is able to collect additional information when necessary to answer a question as the 
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survey does not need to be completed in one sitting, and all respondents are informed that survey 

responses will be used by Aon and for academic research purposes.22 

The analyses of this paper will focus on 163 publicly affiliated organizations and 1,202 

non-publicly affiliated organizations that completed the survey between 2011, when the survey 

was launched, and 2017. Respondents enter the sample during the fiscal year they complete the 

survey and completes the survey only once. Therefore, the analyses of this paper assume the 

sophistication of an organization’s enterprise risk management processes, relative to other 

organizations in the sample, remains reasonably constant after the survey is completed. 

Variable Definitions 

Aon provided the Risk Maturity Index survey participants’ identities on a confidential 

basis. In the following sections, the variables that were constructed from survey responses are 

defined and the methods of analysis are described. 

Variable Definition 

Risk Maturity Score (RMS) Score of 0-200 assigned to each organization 

independently by Aon based on completed 

survey responses. A higher RMS indicates 

more mature ERM practices. 

Publicly Affiliated (PA) Indicator for whether an organization is 

government-affiliated or not 

Industry Categorical variable to describe the industry 

an organization belongs to 

 
22 Ittner, C.D. & Michels, J. Rev Account Stud (2017) 22: 1005. https://doi.org/10.1007/s11142-017-9396-0 
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Publicly Affiliated Risk Maturity Score (PA 

RMS) 

Risk Maturity Scores for only those 

organizations that are categorized as publicly 

affiliated 

Publicly Affiliated Industry (PA Industry) Categorical variable to describe the industry 

for only those organizations that are 

categorized as publicly affiliated  

Competition Indicator for whether a publicly affiliated firm 

faces competition or not. Firms that are 

wholly owned by the government and face no 

competition in the market or for funding are 

marked as 0. 

Government Entity (Gov_Ent) Indicator for whether the firm is a pure 

government entity or not. Entities such as a 

city, council, or port authority that receives 

appropriations or tax revenue are marked as 1. 

 

Methods 

 Descriptive statistics will be produced for Risk Maturity Scores (RMS) overall, within 

the category of publicly affiliated (PA), and across each industry. A t-test will be conducted to 

determine if there is a statistically significant difference between the RMS means of publicly 

affiliated and non-publicly affiliated organizations. Analysis of Variance tests, followed by 

Tukey’s HSD to control the familywise error rate, will be conducted to determine whether there 

are significant differences in RMS means between industries and which pairs are significant. 
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This will be done for the sample overall, as well as for only publicly affiliated firms categorized 

by industry. If there is a significant difference in RMS means by industry, t-tests will be 

conducted within each industry to determine whether the RMS means of publicly affiliated and 

non-publicly affiliated organizations in that given industry are significantly different. 

 Publicly affiliated organizations will be coded for Competition with a 1 to indicate that it 

faces competition and a 0 to indicate that it does not. Similarly, they will be coded for 

Government Entity with a 1 to indicate that it is a government entity and a 0 to indicate that it is 

not. T-tests will be conducted to determine whether these two variables can explain any of the 

variation in RMS within the publicly affiliated category. 
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RESULTS 

This paper analyzes whether the Risk Maturity Scores (RMS) of publicly affiliated (PA) 

organizations are significantly different from other organizations. This analysis is followed by a 

discussion of what factors explain the variance in RMS within the category of publicly affiliated 

organizations. The results center around the three factors of industry, the presence of 

competition, and the classification of the publicly affiliated organization as a government entity. 

RMS in Publicly Affiliated Organizations Compared to Others 

Organizations that are not publicly affiliated have a mean RMS of 99.9 while publicly 

affiliated organizations have a mean RMS of 92.7. This difference in means of Risk Maturity 

Score between organizations that are publicly affiliated and those that are not is statistically 

significant at the 5% alpha level. As Figure 1 shows, publicly affiliated organizations on average 

have lower RMS. This leads to the question of why this difference in RMS is significant, which 

can in part be answered by analyzing the factors that explain the variance in RMS within the 

publicly affiliated category. 

  

  

  

  

  

  

  

 

Figure 1: Analysis of RMS by Publicly Affiliated. 
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Explaining the Variance within Publicly Affiliated RMS 

Industry 

Each organization that filled out the survey self-identified their industry, and the mean 

Risk Maturity Scores and their standard deviations for each industry overall are shown below in 

Figure 2. Conglomerates, Insurance, Oil and Gas, Retail, and Utilities have the highest mean 

RMS. Education, Government, Media/Entertainment, Public Entities, and particularly Non-

Profits have the lowest mean RMS.  

  

 

 

Figure 2: Means and Standard Deviations of RMS by Industry 
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This paper first analyzes whether there is a significant difference between the mean RMS 

across industries. The Analysis of Variance test conducted in Figure 3 shows that there are 

statistically significant differences between industry RMS means (p<0.0001). The graphic shows 

box plots in red, standard deviations from the means of each industry in blue, and the 95% 

confidence intervals of the mean in green.  

Figure 3: Oneway ANOVA of RMS by Industry (significant with p<0.0001) 
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Tukey’s Method was then used to determine which industries displayed significant 

differences in means. Keeping the family-wise error rate at 0.05, Figure 4 shows that the 

significant differences were between industries with the largest mean RMS and organizations 

that identified as either a Non-Profit or Government organization.  

Figure 4: RMS by Industry Tukey-Kramer HSD Using a q* of 3.74026 to maintain 0.05 

significance level 

Another ANOVA test was conducted to determine whether there was a significant 

difference in publicly affiliated RMS means by their industries. That is, only organizations that 

were publicly affiliated were part of the sample and their mean Risk Maturity Scores were 

compared by industry. Their means and standard deviations are displayed in Figure 5, which 
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follow the same pattern of the means in Figure 2. Publicly affiliated Insurance, Oil and Gas, 

Retail, and Utilities continue to have the highest mean RMS. Insurance, Oil and Gas, and Retail 

even have higher mean RMS than when publicly affiliated organizations were combined with the 

others. Education, Government, Media/Entertainment, and Non-Profits still have low mean 

RMS. Interestingly, however, the mean RMS of some industries with previously mid-range mean 

RMS have dropped even lower than Non-Profits. These industries include Financial Services, 

Healthcare, and Telecommunications. Figure 6 displays these differences in means and standard 

deviations of Risk Maturity Scores by industry in a bar graph format. 

Figure 5: Means and Standard Deviations of RMS by Industry (Publicly Affiliated) 
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Figure 6: Means and Standard Deviations of RMS by Industry (Combined and PA Only) 

 

The results of the ANOVA test (Figure 7) were found to be significant (p<0.0181), 

meaning that there is a statistically significant difference between industry RMS means of 

organizations that are publicly affiliated. The pairs of industries that are significantly different, 

however, cannot be accurately determined with the data collected as Tukey’s test was conducted 

to control the family-wise error rate and delivered no significant pairings. In sum, this paper 

found that RMS means are significantly different between industries when analyzing all 

organizations as well as only those that are only publicly affiliated. Therefore, industry explains 
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at least some of the variance of mean RMS within the category of publicly affiliated 

organizations. 

Figure 7: Oneway ANOVA of PA RMS by PA Industry (significant with p<0.0181) 

Following these conclusions, the next question becomes within any given industry, does 

whether an organization is publicly affiliated or not have an impact on RMS? T-tests were 

conducted within each industry with a large enough sample size of both publicly affiliated and 

non-publicly affiliated organizations. Figure 8 shows the t-tests conducted for the Education, 

Transportation and Logistics, and Utilities industries, from left to right. None of the tests show 
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any statistically significant results, meaning there is no significant difference in RMS means 

between publicly affiliated and non-publicly affiliated organizations in the same industry. This 

indicates that within a given industry, whether you are publicly affiliated or not does not 

influence RMS. 

Figure 8: Analysis of Education, Transportation/Logistics, and Utilities (no significant 

differences in RMS means between PA and non-PA organizations within a given industry) 

 

Competition 

 This paper next analyzed whether the presence of competition could explain the variation 

in RMS within the category of publicly affiliated organizations. The t-test in Figure 9 shows the 

highly significant results (p<0.0001) that the mean Risk Maturity Scores are different between 

these two groups. The results suggest that when firms face competition, they are likely to have a 

significantly higher Risk Maturity Score than those organizations that do not face competition. 
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Figure 9: Analysis of PA RMS by Competition (significant with p<0.0001) 

Government Entity 

 The next variable considered was whether the organization was a government entity such 

as a city or port authority or an organization that provided a good or service. Figure 10 shows the 

statistically significant result that government entities have a lower mean RMS than other 

organizations. 

 

 

 

 

 

 

 

Figure 10: Analysis of PA RMS by Government Entity 
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CONCLUSION AND FURTHER RESEARCH 

 The results of this paper lead to four conclusions. Firstly, there is a significant difference 

in enterprise risk management processes between organizations that are publicly affiliated and 

those that are not. Publicly affiliated organizations on average are less prepared to appropriately 

manage risk and seize opportunities related to their objectives. 

 Next examining industry, this paper finds that there are significant differences in ERM 

between industries, both publicly affiliated and otherwise. While this in part explains the 

variance of Risk Maturity within the publicly affiliated category, the results also show that 

within a given industry, being a publicly affiliated organization does not significantly affect Risk 

Maturity. This analysis, however, was restricted by sample size to only a few industries. An 

opportunity for further research lies in analyzing the ERM practices in industries that seem to be 

more affected by being publicly affiliated. For example, some industries like Insurance have a 

higher mean Risk Maturity Score when a sample of only publicly affiliated firms is examined, 

while industries such as Financial Services have much lower publicly affiliated RMS than non-

publicly affiliated Financial Services firms. It would be interesting to examine further how 

industry practices help determine success in enterprise risk management and confirm whether 

certain industries are more affected by being publicly affiliated than others. 

 After examining the need to compete as an explanation for the variance in publicly 

affiliated Risk Maturity, this paper finds that publicly affiliated organizations that face 

competition have significantly higher Risk Maturity. Given that non-publicly affiliated 

organizations all face competition, this implies that the presence of competition indicates a 

higher Risk Maturity for any organization and a lack of competition can result in complacency 

when it comes to ERM. Further research should be done to determine how publicly affiliated 
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firms can structure their risk management to mimic organizations that face competition so that 

they can seize important opportunities. Other variables to potentially consider are board roles and 

responsibilities for risk management, risk culture, risk ownership and accountability, key 

external stakeholder involvement, and strategic planning. 

 The last variable this paper examined was whether a publicly affiliated organization was 

a pure government entity such as a city or agency or a firm that provided a good or service. The 

results show that government entities have a significantly lower Risk Maturity on average than 

other organizations. This points to the importance of incentives when structuring and 

implementing ERM. Government entities have either guaranteed revenues or appropriations and 

do not have to compete for funding, likely leading them to have less developed enterprise risk 

management. 
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