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n recent years, we have been interested in exploring the roles and I potential applications of fractional calculus in electromagnetic 
theory, and in finding physical implications and possible utilities of 
these operators in certain electromagnetic problems [ 1-51, Frac- 
tional calculus is an area of mathematics that addresses generaliza- 
tion of the mathematical operations of differentiation and integra- 
tion to arbitrary, general, non-integer orders-orders that can be 
fractional or even complex (see, e.g., [6-211). 

The idea of non-integer-order differentiation and integration 
in mathematics, which dates back to as early as the late part of the 
seventeenth century, has been a subject of interest for many 
mathematicians in pure and applied mathematics over the years 
(see, e.g., [6-231). Fractional derivatives and fractional integrals 
have interesting mathematical properties that may be utilized in 
treating certain mathematical problems (see, e.g., [6-231). 

We have applied the concept of fractional deriva- 
tiveshntegrals in several specific electromagnetic problems, and 
have obtained promising results and ideas that demonstrate that 
these mathematical operators can be interesting and useful tools in 
electromagnetic theory [l-51. In this feature article, first we give a 
brief review of the general principles, definitions, and several fea- 
tures of fractional derivativeshntegrals, and then we review some 
of our ideas and findings in exploring potential applications of 
fractional calculus in some electromagnetic problems. 

1. What is fractional calculus? 

Fractional derivatives, fractional integrals, and their proper- 
ties are the subject of study in the field of fractional calculus. As is 
well known, in conventional differentiation and integration the 

Symbols - d " f ( x )  and ~ d - m f ( x )  are used to denote the nth-order 
dx" dx-" 

derivative and m-fold integration of the function f(x). In this 
sense, n and m are non-negative integers. What would happen if 
the order n or m were allowed to accept non-integer real (or even 
complex) values? How are such fractional derivatives and frac- 
tional integrals defined? This is a topic that is dealt with in the 
field of fractional calculus, and has been investigated by many 
mathematicians for years [6-221. (Although the name "fractional 
calculus" has been used for this field in mathematics, the orders of 
integration and differentiation may, in general, also be irrational 
numbers). Fractional derivatives and integrals, which are also 
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called "fractional differintegrals" by Oldham and Spanier [ 81, are 

d(x  - a)a 
(after Oldham and Spanier [SI), where a is the general order of the 
operator (not necessarily a positive or negative integer), and a is 
the lower limit of the integrals used to define these operators. 
Some of these definitions and properties of fractional differinte- 
grals are briefly reviewed below. The details of definitions of such 
operators can be found in several references, e.g., [S-121. 

shown symbolically by aD,"f(x) (after Davis [12]), or ~ d a f  (XI  

One of the definitions of fractional integrals is the one known 
as the Riemann-Liouville integral [8, p. 491. It is written as 

. x  

f o r a < O  a n d x > a ,  

where a 0," denotes the (fractional) a th-order integration of the 
function f ( x ) ,  with the lower limit of integration being a, and re) 
is the Gamma function. This definition is a generalization of 
Cauchy's repeated-integration formula [8, p. 381. That is, for 
a = -n, the above definition results in 

which, according to Cauchy's repeated-integration formula, is 
equivalent to 

a Di"f(X) = - j ( x  - u)"-'f(u)du 
(n-I)! a 

For fractional derivatives with a > 0,  the above Riemann-Liouville 
fractional-integration definition can still be applied, if used in 
conjunction with the following additional step: 

a D,"f(x) = ~ dwm a Da-" f(x) for a > 0, where m is chosen so that d" 

(a  - m )  < 0,  and thus the Riemann-Liouville integration can be 

applied for aD,"-"f(x) [S, p. 501. Then, __ is the ordinary mth- 

order differential operator [8, p. 501. 

d" . 
dx " 

1997 1045-9243/97/$10.0001997 IEEE 35 

mailto:engheta@pender.ee.upenn.edu


Another definition is given for the power series with frac- 
tional powers. Considers a function of one variable, h(x) ,  defined 
over a closed interval [a,b]. Let it be represented as the following 

power series: h(x) = A, (x  - for v>-1 and 

a 5 x 5 b ,  where n is a positive integer [8, p. 461. The condition 
v > -1 is needed in order to have h(x )  be in the class of functions 
that can be differintegrated [8, p. 461. Each term in this series may 
have a non-integer power. Now if one considers one of these terms, 
e.g., ( x  - a ) P ,  with the non-integer exponent denoted by p ,  where 
p > - 1 ,  according to Riemann ([8, p. 531, [7, p. 3661) a fractional 
a th-order derivative for such a term can be written as 

m 

1=0 

(3) 
for x > a,  

where a may be a non-integer number ([7, 81). (Riemann consid- 
ered the case of a = 0 [8, p. 531, [7, p. 3661). It can be easily 
observed that if a is a positive integer m, one gets the conventional 
definition for the mth-order derivative of ( x  - a)”. 

Fractional differintegration was also defined by Liouville for 
functions that can be expanded in a series of exponentials. When a 

function, g ( x ) ,  is expressible as g(x )  = cLeuLx, according to 

Liouville ([6], [8, p. 531) the ath-order differintegration (with 
lower limit a = -a) can be given as 

m 

1=0 

(4) 

There are several other equivalent definitions for fractional 
derivatives and integrals which can be found in various references, 
see, e.g., [8, Ch. 31. 

Some of the features of fractional derivatives and integrals 
are briefly reviewed below. 

1.1 Fractional operators are linear 

Fractional operators are linear operators (like their integer- 
order counterparts), and thus they follow the usual properties of 
linearity, homogeneity, and scaling [8, pages 69 and 751. That is, 

___- d a f ( C x )  - ~a dafo for lower limit of a = 0. (7) dx a d(Cx)a 

If a # 0, Equation (7) would require a more complicated transla- 
tion process [8, p. 751761. 

1.2 Dependence of the fractional derivative 

As we mentioned in [ 11, one of the interesting features of the 
fractional derivative, as can be seen from Equation ( l ) ,  is the fact 

that not only does the fractional derivative of a function evaluated 
at a point x depend on the value of the function f ( x )  at the point x 
and its neighboring points, but it also depends on values of the 
function between x and the lower-limit point, a. For fractional and 
conventional integration, this is also true. However, this is not the 
case for the conventional integer-order derivatives, when a is a 

positive integer, e.g., a = m ,  for which - d m f ( x )  would only 

depend on values of the function at x and its neighboring points 
around x in the limit, as regular derivatives should. What this 
implies is that in fractional derivatives, properties of differentiation 
and integration are effectively “mixed.” Putting it another way, one 
can intuitively suggest that a fractional derivative is effectively 
“influenced” by some integration property. Similarly, the fractional 
integration has some “mixed” properties of differentiation and 
integration. 

dx 

1.3 Fractional derivatives and integrals of a unit step function 

In order to gain some insight, and to get a “feel” about frac- 
tional differentiation and integration, it is helpful to consider the 
case of the fractional derivatives and fractional integrals of a unit 
step function. For the unit step function, U(x  - d ) ,  where the value 
of U is unity for x > d ,  and is zero for x < d ,  the fractional differ- 
integration for a < 0 gives rise [8, p. 1051 to 

( x -d ) -a  f o r a < d < x  
. (8) a D,“U(x - d)  = I’ r ( l  -a) 

l o  for x < d 

dm 
For a > o ,  one should use the step .D,“f(x)= - a Da-m x f ( X > *  

where m is an integer chosen so that (a  - m)  < 0 .  Figure 1 shows a 
family of plots for fractional derivatives of the unit step function 
U ( x )  (when a = d = 0 ) ,  for fractional orders a = 0, 0.2, 0.5, 0.8, 
and 1, and the fractional integral of U(x)  for orders a = -0.2, -0.5, 
-0.8, and -1. From Figure 1 ,  we notice that for a = 0, one gets the 
original step function; for a = 1 ,  we get the Dirac delta function, 
S ( x ) ;  and for a = -1, a ramp function is obtained for x > O ,  as 
expected. However, for fractional orders 0 < a < 1 ,  and -1 < a < 0, 
we obtain the non-zero function x-a/r( l  - a )  for x > 0. So, unlike 
the conventional derivatives of a constant function being zero, the 
fractional ath-order derivative of a unit step function for x > d is 
not zero [8, p. 62]! It is also useful to write the fractional differin- 
tegration of the Dirac delta function, S(x - d) .  It is shown in [8, p. 
1061 that the fractional differintegration of f ( x )  = 6(x - d )  for 
a < 0 can be written as 

d m  Once again, for a > 0,  one can follow a 0,“ = dwm .D,”-” 

1.4 Special functions 

It is important to note that the fractional calculus has also 
been applied in describing several special functions in mathemati- 
cal physics in terms of fractional differintegrals of more elemen- 
tary functions. For instance, the Bessel function J,(x) of order v 
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Figure 1. Sketches of fractional derivatives of the unit step 
function, for fractional orders of a = 0,0.2,0.5,0.8, and 1, and 
fractional integrals of the unit step function for orders of a = 
- 0.2, - 0.5, - 0.8, and - 1. As can be seen from this Figure, for 
a = 0, the original step function, U(x); for a = 1, the Dirac 
delta function, 6(x); and for a = - 1, a ramp function, R(x); 
are obtained for x>O, as expected. However, as is evident 
from Equation (8), for fractional orders O<a <1 and 

-1 < a < 0 ,  one obtains the non-zero function x-a/r(l - a)  for 
x > 0.  For x < 0 ,  the values of the fractional derivativeshnte- 
grals of U(X) are zero. 

(v being non-integer, in general) can be written [17, vol. 1, p. 1211 
in terms of the fractional differintegral of cos(x)/x as 

where the subscript x2 indicates fractional differintegration with 
respect to the variable x2. Representation of special functions in 
this way might, in some cases, introduce novel physical interpreta- 
tions in the study of physical problems involving such functions. 

Fractional calculus has had applications in various topics, 
such as differential equations, complex analysis, Mellin trans- 
forms, and generalized fhnctions, to name a few (see, e.g., [S-191). 
Among applications of fractional calculus, one of the earliest 
appears to be that given by Abel, in 1823, in his study of the tauto- 
chrone problem (see the bibliography prepared by Ross, reprinted 
on pp. 3-15 in [8], also [8, pp. 183-1861, and [20, pp. 11-19]). 
Furthermore, Liitzen, in his article [21], has mentioned that Liou- 
ville, who was one of the major pioneers of fractional calculus, was 
probably inspired by the problem of the fundamental force law in 
Ampkre’s electrodynamics, and treated a fractional differential 
equation in that problem. One should also mention Heaviside, who 
introduced operational calculus, and used fractional derivatives in 
his work [22, vol. 2, Chs. 6-81. Scott Blair also used this tool in his 
work in rheology [23]. For a historical review of the field of frac- 

tional calculus, the reader is referred to the excellent bibliography 
prepared by B. Ross that is reprinted on pp. 3-15 of the monograph 
by Oldham and Spanier [8], and also to the historical outline given 
in [9]. In recent years, researchers interested in the field of fractals 
and related subjects have also begun using the concept of fractional 
calculus in some of their investigations. Among those, one should 
mention the work of LeMChaut6, HBliodore and their co-workers 
([24, 25]), and Nigmatulin ([26, 271). Some of their work and the 
related work of others were presented in a recent summer 
school/workshop on fractal geometry and fractional derivatives and 
fractals [28]. Furthermore, researchers in some fields of applied 
science have used some aspects of fractional derivativeshtegrals 
in their work (see, e.g., [29-331). It is also important to note that 
there has been much work conducted on fractionalization of 
another common operator in mathematics, namely, fractionaliza- 
tion of the Fourier transform, by several researchers, such as 
Namias [34], Lohmann (see. e.g., [35, 36]), Mendlovic and Ozak- 
tas (see. e.g., [36, 37]), and Shamir and Cohen [38], to name a few. 
These works, although not directly to the area of fractional deriva- 
tivedintegrals, show the richness and power of fractionalization of 
operators. 

Our interest in fractional calculus has been particularly 
focused on finding out what possible applications andor physical 
roles these mathematical operators can have in electromagnetic 
theory. Needless to say, electromagnetics is a field in which the use 
of conventional (integer-order) calculus plays a major role, and it is 
of interest to see how fractional calculus may offer useful mathe- 
matical tools in this field. It is also of interest to find physical 
interpretations or intuitive roles that may be attributed to the non- 
integer order of such differential or integral operators in electro- 
magnetic problems. We have applied the concept of fractional 
derivativeshntegrals to certain electromagnetic problems, and have 
obtained interesting results and ideas showing that these mathe- 
matical operators can be interesting and useful mathematical tools 
in electromagnetic theory ([l-51). Some of these ideas include the 
novel concept of “fractional” multipoles in electromagnetism, 
electrostatic “fractional” image methods for perfectly conducting 
wedges and cones, “fractional” solutions for the standard scalar 
Helmholtz equation, and the mathematical link between the elec- 
trostatic image methods for the conducting sphere and the dielec- 
tric sphere. Below, a brief review of these problems is given. 

2. Fractional multipoles in electromagnetism 

Multipole expansion of sources, potentials, and fields is a 
very well known subject in electromagnetism, and has been studied 
extensively (e.g., [39-431). Point multipoles, such as monopoles, 
dipoles, quadrupoles, octopoles, etc., are well defined sources with 
specific potential and field distributions. The spatial distributions 
of these point multipoles can be expressed in terms of the Dirac 
delta function and its spatial derivatives (see. e.g., [40, Ch. 21, [41- 
431). For instance, the charge distribution of a point monopole can 
be written as p(r) = q6(r) ,  and that of a point dipole can be 
expressed as p(r)  = -p  . VS(r ) .  So, for a point monopole, the Dirac 
delta function is used, whereas for a point-dipole, the first deriva- 
tives of the Dirac delta function are involved. We asked the fol- 
lowing questions: since for the point dipole, the first derivatives of 
S(Y)  are involved, and for a monopole, 6(r) ,  itself, is used, what 
will we get if we take the fractional ath-order spatial derivative 
(with respect to one of the spatial variables, e.g., z )  of the Dirac 
delta function? If a is a fractional value between zero and unity, 
what form of charge distribution will we obtain? We have shown 
in [ l ]  that if we start with a charge distribution of a simple 
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monopole, p l ( r )  = q6(r),  and we take the fractional ath-order 
derivative (say, with respect to z) of this function, we will obtain 
the following charge distribution: 

r 

Here, U(z) is the unit step function. The multiplicative constant 
l a ,  where Z is an arbitrary constant with physical dimension of 
length, is introduced to keep the dimensions of p2a,z(r) equal to 

Coulomb/m3. The subscript z in -,D,” denotes fractional differ- 
integration with respect to z, with the lower limit a = -a. The sub- 
script 2a in ~ * ~ , = ( r )  indicates the multipole fractional order of this 
new charge distribution. This subscript is chosen such that for 
a = 0, we get the original point-monopole p l ( r ) ,  and for a = 1, we 
obtain the first z derivative of 6 ( ~ ) .  This shows a charge distnbu- 
tion of dipole p,(r) along the z axis. At z =  0, the value of 
p2a,Z ( r )  has a singularity. Therefore, strictly speaking, this should 
be treated as a generalized function. For 0 < a < 1, as we men- 
tioned earlier in the definition of fractional derivatives, the operator 

-,D:&(z) can be treated as _,D,“~(Z)= $ -mD,“-m6(~), 

where a - m < 0 .  In the above equation, in = 2. Then, when evalu- 

ating -, care must be exercised at z = O .  Figure 2 shows a 

sketch of the charge distribution of Equation (1 1). To gain some 
insights, the two limiting cases of a = 0 (Le., a point monopole 
8(r))  and a = 1 (i.e., a point dipole -(6(r))/-z are also sketched. 
This 2a-pole charge distribution is a line charge along the positive 
z axis, with a volume charge density given in Equation (1 1). The 
volume charge densities of these charge distributions are also 
sketched in Figure 2 as a function of z. This charge distribution, 
which we have named fractional 2a-order pole [l], is effectively 
an “intermediate” charge distribution, between the cases of the 
point monopole and the point dipole. It approaches these two lim- 
iting cases of point monopole (for a = 0) and point dipole (for 
a = 1). Several interesting features of this fractional-order pole are 
given in our work reported in [l]. For the electrostatic case, we 
analyzed and studied the scalar potential of this charge distribution 
in [ 11. The expression for this scalar electric potential is given by 

d“ 
am 

where Pa (- cos 8) is the Legendre function of the first kind and the 
(non-integer) degree a .  Figure 3 presents a series of contour plots 
for this potential in the x-z plane, in the region -2 I z I 2  and 
0 < x I 2, for several values of a in the interval 0 I a I 1. As can 
be seen from Equation (12), this potential drops as R-’-a (with 
0 < a < 1) as R increases. Thus, effectively, this is a potential dis- 
tribution that can be regarded as the “intermediate” case between 
the potential of a monopole (which drops as R-’) and the potential 
of a point dipole (which drops as R-2). Although this electrostatic 
scalar potential drops as R-l-a, it does certainly satisfy Gauss’ 

law, as we have shown in [l]. As described in the caption of Figure 
3, this potential of the “intermediate” fractional-order multipole 
approaches the well-known limiting cases of point monopole and 
point dipole when a approaches zero and unity, respectively. 
Some of the interesting features of this potential distribution are 
detailed in [ 11. 

We have also developed the concept of fractional multipoles 
in the two-dimensional case. The “intermediate” fractional mul- 

+ 

B E 

C 

Figure 2 [l]. Sketches of fractional 2a-pole charge distribu- 
tions (with O I a I 1 )  are shown in panels A, B, and C. The 
Cartesian coordinate system (x,y,z) is used. In A and C, an 
electric point-monopole (a = 0)  and an electric point-dipole 
(a = 1) are depicted, respectively. In B, a case of a fractional- 

order 2a -pole is shown, with 0 < a < 1. (The a th-order frac- 
tional derivative is taken with respect to z). In panels D, E, and 
F, the forms of the volume charge densities for the charge dis- 
tributions shown in A, B, and C are illustrated, respectively. 
These volume charge densities have the form of p(z)6(x)6(y), 
where the form of the function p(z)  as a function of z is only 
shown. In D, 6(z)6(x)6(y) corresponds to the point-monopole 
(in A). In F, 6’(z)6(x)6(y) corresponds to the point-dipole (in 

C). Finally, E shows the form of p(z) for the fractional 2a-  
pole (shown in B) for a fractional value for a .  (Here, for the 
purpose of plotting p(z)  for z > 0 ,  a is taken to be a = 1/2 .) 
In E, at  z = 0 ,  the expression for Equation (11) has a siugular- 
ity in the form resulting from 
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a=O ,x 

+ 
a = 0.4 X 

a = 0.8 AX 

a = 0.2 AX 

a = l  A X  

+ -  
Figure 3 [l]. Contour plots for the electrostatic scalar potential of the fractional 2a-pole 
charge distribution of Equation (11) for 0 :j a 51. The expression for the potential is given in 
Equation (12). Since this scalar potential is azimuthally symmetric, the intersection of 
equipotential surfaces with the x-z plane is only shown here. The contours are shown for the 
region -2 I z I +2 and 0 < x 5 2 ,  and for six different values of a. For a = 0 (top-left 
panel), the source is a single electric point-monopole (shown as +), located at x = y = z = 0, 
and the contours are independent of 8. For a = 1 (bottom-right panel), the source is an 
electric point-dipole (shown as + -) located at  the origin, and the angular dependence of the 
potential is -cos(@). For fractional values of a between zero and unity, we can see from the 

above contour plots that the scalar potentials of fractional 2a -poles are “intermediate” cases 
between those of the point-monopole and point-dipole, and in a way they “evolve” from one 
case to the other. The dashed lines, which were added later on top of the contour plots, show 
the approximate location of zero potential (root of P,[-cos(8)] = 0 .) In the region of the x-z 
plane shown above, to the left of this dashed line, the potential is positive, and to the right, it 
is negative. Along the positive z axis, the charge distribution is also sketched. The plus and 
minus signs below the z axis indicate the sign of the charge distribution along the z axis. 

tipoles and their corresponding electrostatic scalar-potential distri- 
butions in the two-dimensional case have been analyzed and 
reported in [l]. 

After we obtained the electrostatic-potential distributions of 
the fi-actional multipoles in both the three- and two-dimensional 
cases, we noticed the resemblance of these potential distributions 
to certain sets of solutions of the Laplace equation, for static 
potential distributions in front of a perfectly conducting cone 
(compared with the three-dimensional fractional multipoles), and 
to those in fi-ont of a perfectly conducting wedge (compared with 
the two-dimensional fractional multipoles). This theoretical obser- 
vation led us to develop the electrostatic “fractional” image meth- 
ods for perfectly conducting wedges and cones [ 2 ] .  This will be 

briefly reviewed in the next section. The interested reader is 
referred to [2] for further details. 

3. Fractional calculus and theory of images in electrostatics 

As mentioned in the previous paragraph, using fractional cal- 
culus and the knowledge of electrostatic potentials of fractional 
multipoles, we have shown that a theory for electrostatic 
“fractional” image methods can be developed for perfectly con- 
ducting wedges and cones with arbitrary wedge and cone angles. 
What is an electrostatic “fractional” image for a two-dimensional 
perfectly conducting wedge, or for a three-dimensional perfectly 
conducting cone? Here, we briefly describe this issue for the case 
of a two-dimensional perfectly conducting wedge. 
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Consider a two-dimensional perfectly conducting wedge with 
outer angle P. It is well known that if an infinitely long uniform 
electrostatic line charge is located in front of this wedge and par- 
allel with the edge of the wedge, the standard method of images 
provides us with a set of discrete image charges only when the 
outer angle P takes the specific value of z/s, where s is a positive 
integer s = 1, 2, 3, .... In this case, there are 2s-1 discrete image 
line charges [44, p. 701. Then one may ask, what if j3 f z/s? what 
kind of image, if any, would one expect to obtain when j3 # XIS? 
One form of solution to this problem was obtained by Nikoskinen 
and Lindell, who have elegantly analyzed the problem of image 
solutions for the Poisson equation for the dielectric-wedge geome- 
try [45]. In their solutions, they found that for the perfectly con- 
ducting wedge with an arbitrary angle, their image solutions have a 
distributed portion in the imaginary angular domain [45]. We have 
found another way to approach this problem, using the concept of 
fractional calculus and fractional multipoles [2]. In our method, it 
is possible to describe the equivalent charge distributions 
(“images”) that effectively behave as distributed “intermediate” 
cases between those discrete images obtained for the specific 
wedge angles. As will be reviewed below, we have shown that the 
fractional orders of these equivalent charges, which we have called 
“fractional” images, depend on the wedge’s angle. 

Consider a Cartesian coordinate system (x,y,z), with the z axis 
along the edge of the wedge, and the x-z plane being the symmetry 
plane of the wedge. The wedge outer angle is p (Figure4). We 
also use a cylindrical coordinate system (p,p,z), with x = pcosp  
and y = psin p. An infinitely long uniform static line charge, with 
a charge density per unit length of Ql (Coulomb/m), is located par- 
allel with the z axis at an arbitrary point with coordinates (pO, pO). 
The problem, therefore, is a two-dimensional problem, and the 
electrostatic potential, @(p, a) ,  is independent of the z coordinate. 
The electrostatic potential, @(p, p), due to this line charge in front 
of the perfectly conducting wedge‘(i.e., in the angular range of 
n - PI2 < p < z + P/2) can be written as 

where p< (p,) is the smaller (larger) of po and p , respectively, 
and E is the permittivity of the homogeneous isotropic medium in 
front of the wedge [46, p. 761. We first consider the region where 
p > pO and z - P/2 < q~ i z + P/2. If one removes the wedge and 
the original line charge in front of it, what form of equivalent 
charge distribution should be inserted in order to obtain the same 
potential @(p,p) in this region? As can be seen from Equa- 
tion (13), in this region, the p dependencies of various terms of the 
potential involve the powers - m z / P ,  which are, in general, non- 
integers. For any two-dimensional electrostatic charge density, 
with its cross section in the x-y plane being bounded in a finite 
region (which is not the case under study here), the conventional 
multipole expansion of the potential involves terms the p depend- 
encies of which have negative-integer powers (except the zeroth- 
order line-monopole, the potential of which has logarithmic 
dependence on p). Thus, one can conclude that for the wedge 
problem with p # z/s, shown in Figure 4, an equivalent represen- 
tation of charge distribution, which would provide a potential dis- 
tribution similar to that of the wedge in the region p>pO and 
z -p /2  < q~ < z +p/2,  will not be limited to a certain bounded 
region in the two-dimensional x-y plane (Le., it would not be dis- 

crete-localized-in the x-y plane). To clarify this matter, consider 
the dominant term in Equation (13) for p>>pO. The p depend- 

ence of this term has the form P - ~ ’ ~ .  As p -+ a,, this decays faster 
than the -In(p) term (of a line-monopole), and it decays more 
slowly than p-n (of a line 2”-pole), where n is the first positive 
integer larger than z/P. Therefore, for P > 7c, it appears that in the 
absence of the wedge (and the original line charge), an equivalent 
charge distribution, to produce a potential with p-n’P dependence 
will have a form which is neither a line-monopole nor a line-dipole 
at the origin. Instead, it should effectively be an “intermediate” 
case, between a two-dimensional line-monopole and a two-dimen- 
sional line-dipole. Thus, a two-dimensional fractional-order mul- 
tipole can be of use here. Following detailed mathematical steps 
described in [2], we have shown that if the wedge and its original 
line charge are replaced with the following equivalent charge dis- 
tribution, 

1 

the same electrostatic potential in the region p > pO and 7c - P/2 
< p <z +PI2 is obtained. This equivalent charge distribution, 
which involves fractional derivatives of the line charge QIS(x>S(y) 
and of the line dipole -QIS(x)S(’)(y), has several notable features 
that are addressed in detail in [2 ] .  To have a better “feel” for the 
physical meaning of the equivalent (or substituting) charge given 

Y 
2-D Perfectly Conducting Wedge 

Static 
Charg 

Figure 4. A two-dimensional perfectly conducting wedge with 
the outer angle P. An infinitely long static line charge, with 
uniform line-charge density of Ql (Coulomb/m) is located at 
( pO , po). The Cartesian (xy,z) and cylindrical ( p ,  p ,z) coordi- 
nate systems are used. The geometry of the problem is inde- 
pendent of z (adapted from [2]). 
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in Equation (14), let us consider observation points in the far 
region, Le., where p >> po. For this case, the dominant terni in the 
wedge potential, given in Equation (13), is the term with ,fK’[’ 
dependence, If we remove the perfectly conducting wedge and the 
line charge in its proximity, and replace them with the “dominant” 
term of the charge distribution in Equation (14), which is 

we will obtain the same potential as the dominant term of Equa- 
tion (1 3). Here, integer p is chosen such that ( n / p  - p )  becomes 
negative, and thus the Riemann-Liouville Integral for the definition 
of a fractional integral can be used. At x = 0 ,  care must be exer- 

cised when evaluating -. The integer p can be chosen such that ap 
&P 

-?+p-l 
the function x becomes continuous at x = 0. However, the 
pth-order derivative of this function at x = 0 is singular and dis- 
continuous. For non-integer values of 7c/p, this two-dimensional 
charge density distribution is a (non-localized) surface charge dis- 
tribution on the x-z plane for x > 0, with volume charge density 
given in the above equation. Figure 5 shows the sketch of this 
charge distribution, which replaces the wedge and its neighboring 
line charge. What would happen if z/p were an integer? As said 
earlier, it is well known from the conventional image method that 
for these values, one can find a finite number of discrete (Le., 
localized) image charges [44, p. 701. When z/p is an integer, the 
orders of derivatives involved in the definition of the equivalent 
charge distribution become integer orders, thus yielding conven- 
tional differentiation of the Dirac delta function. For example, if 
p = z, the wedge becomes a two-dimensional perfectly conducting 
half space, with flat interface on the y-z plane. From Equation (1 3), 
one gets 

This is effectively the potential of a two-dimensional line-dipole, 
with lines parallel with the z-axis, located at the origin, and with 
the vector of the dipole p=2QLp,cos(qo)Ci, (iX being the unit 
vector along the x-axis). Equation (1 5) for this case ( p  = z) can be 
written as 

for p >> po and 7cJ2 < ‘po < 3 d 2 .  

This is, indeed, the volume charge density of a line-dipole located 

at the origin, with the same dipole vector p = 2Q,p,cos(p,)Ci, as 
mentioned above. This is expected, because when the original line 
charge at (po,po) is parallel with the flat perfectly conducting 
interface at the ,v-z plane, there is an image line charge with charge 
density per unit length -0, located at (po, z-I,o~)) and parallel 
with the original line charge. This image line charge (-e,) and the 
original line charge (e,) together fomi a line-dipole, which pro- 
vides the dominant temi of the potential in the far region, as given 
in Equation (16). Similar steps can be taken for the case of 
p = ~ / 2 ,  which leads to an equivalent line quadrupole (see [2] for 
details). Thus, when 7c/p is an integer value, the conventional 
integer-order derivatives of the Dirac delta function in Equa- 
tion (14) lead to a charge distribution that effectively behaves as 
discrete (localized) image line charges. When 7c/p is not an inte- 
ger, then fractional derivatives of the Dirac delta function are 
employed, which yield distributed (non-localized) charge densities 
for the equivalent charges. So, effectively, as the angle of the 

Y 
A 2-D Perfectly Conducting Wedge 

Figure 5a [2]. This shows the conducting wedge in Figure 4. 
For the electrostatic potential in the far region (where p >> po) 
and in 7c - PI2 < p < 7c + 812,  the wedge and the original line 
charge can be replaced with the dominant term of the equiva- 
lent charge given in Equation (15), which is proportional to the 
fractional z/B-derivative of the line-monopole. 

Dominant term of 
“Fractional” Image Charge 

X 
+ - - -  Z 

Figure 5b [2]. The wedge and the original line charge of Fig- 
ure5a have been replaced with the dominant term of the 
equivalent charge given in Equation (15), which is proportional 
to the fractional ZIP-derivative of the line-monopole. This 

fractional 2z’P-pole gives rise to a potential that is similar to 
the potential in front of the wedge in Figure 5a for observers in 
the far region (where p >> po ) in x - j3/2 < 9 < x + p/2 .  
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wedge varies, the equivalent charge (Equation (14) or (15)) 
“evolves” between discrete (localized) and distributed (non-local- 
ized) charge densities, continually “filling the gap” between the 
discrete cases of localized image line charges as line-dipole, line- 
quadrupole, line-octopole, etc. We have named such 
“intermediate” charge distributions the “fractional images.” 

It can be shown that when p z n, for observation points close 
to the edge of the wedge where p<<po, the equivalent charge 
distribution is Equation (15), with n/p replaced with - x / p  [2].  
We have also extended the fractional-image method, described 
above, to the case of a perfectly conducting circular cone with 
arbitrary cone angle. This can be found in [2]. 

4. Mathematical link between the electrostatic images for a 
dielectric sphere and the images for a perfectly conducting 
sphere 

We have developed another interesting application of frac- 
tional calculus in electrostatic-image theory, namely, the mathe- 
matical link between the electrostatic images for a dielectric sphere 
and a perfectly conducting sphere. The solution by the image 
method for the potential distribution of an electrostatic charge in 
front of a perfectly conducting sphere has been attributed to Lord 
Kelvin in 1848 [47, p. 2451. The dielectric counterpart of this 
problem was elegantly treated by Lindell in 1992 [48]. Later, as 
pointed out by Lindell et al. in [49], it was discovered that a similar 
solution for the dielectric sphere was given by Neumann in 1883. 
However, clearly Neumann’s idea was not widely known, until 
independent rediscovery by Lindell. 

Inspired by the tool of fractional calculus, we have shown 
[3], as reviewed below, that the distributions of image charges for 
the dielectric sphere and image charges for the perfectly conduct- 
ing sphere can be related via fractional differintegration. We have 
also shown that the order of such fractional operators depends on 
the dielectric property of the sphere, i.e., its dielectric constant. 

Consider a point charge, Q, in front of a perfectly conducting 
sphere of radius a, at a distance d (t a )  from its center. According 
to Lord Kelvin’s solution, the image charges, as seen by the 
observer outside the sphere, consist of an image point source 
-aQ/d, located at distance a2/d away from the sphere’s center on 
the line connecting the real point charge Q and the center, and, if 
the sphere is ungrounded with a zero net charge, another image 
point source aQ/d ,  located at the center of the sphere. Mathemati- 
cally, the volume charge density of these image charges can be 
written as 

z is the coordinate along the line connecting the center to the real 
point charge, with z = 0 denoting the center. Here, we use the 
notationsb, (.) and 6- ( )  for “right-handed” and “left-handed” 
Dirac delta functions, respectively, as used and described by 
Lindell in his work [48]. As described in [48], 6+(u) = 6(u -e )  
when c + 0, and b-(u) = S(u + e )  when c -+ 0 (c  approaches zero 
through positive values in both cases). When the sphere is made of 
a dielectric material with permittivity E = E , E ~ ,  where E,, is the 
permittivity of the outside region (free space), according to Lindell 
[48], the image charges as seen by the observer outside the sphere 
can be expressed as 

6, -- 
P d ( Z )  = E, -1 Qn 6- (2 - -) n2 + ’- E -1 Q[G) & , + I ,  (19) 

E ,+1  d d ( E ,  +1)2 n n- 

This indicates that the image charges have two parts: an image 
point source, located at distance n2/d  away from the sphere’s 
center (similar to the perfectly conducting case but with different 
charge intensity), and a line charge distributed along this connect- 
ing line between the center and the image point source. 

Comparing the two image charges described in Equa- 
tions (1 8) and (1 9), we noticed that the first terms in both equations 
are similar (aside from different multiplicative constants), and they 
represent image point sources at z = a’/d. The second terms, how- 
ever, are quite different: for the perfectly conducting sphere. This 
term is again an image point source, whereas in the dielectric case 

this image source is distributed as z E r + l  along the connecting line 
with a singularity at the origin, where the order of such a singular- 
ity depends on E,. It seems as though in going from the perfectly 
conducting case to the dielectric case, the second image point 
source at z = 0 is effectively “stretched” along the connecting line 
in the interval 0 < z < a’/d. Inspired by the relationship used for 
the fractional integral of the Dirac delta function (see Equation 
(9)), we have shown [3] that the second terms in both Equations 
(1 8) and (19) can be related via fractional integration as follows: 

8,. _ _  

Pd ( z )  
r 1 1 

As can be seen from the above equation, there is a relation- 
ship between the image charge distributions for the perfectly con- 
ducting sphere (insulated zero net charge case), and the dielectric 
sphere using fractional integration of order (E ,  + l)-’. Thus, the 
dielectric property of the sphere appears in the expression for the 
order of fractional integration. This presents an interesting case in 
which the fractional order of the operator may be interpreted to 
contain some physical meaning. It must be noted that recently it 
has been shown by Lindell that Heaviside’s operational calculus 
can also be used in the theory of images [50]. For the case of the 
dielectric sphere, such operational calculus leads to an expression 
for the image charges equivalent with Equation (20), given above. 

5. What is an “intermediate wave,” between a plane wave and 
a cylindrical wave? 

Another case for study for the role of fractional calculus in 
electromagnetics that we have considered is the possibility of the 
use of fractional derivativeshtegrals in finding certain “fractional” 
or “intermediate” solutions for the standard scalar Helmholtz 
equation [4]. In treating the scalar Helmholtz equation, it is well 
known that canonical solutions for the one-, two- and three-dimen- 
sional cases are identified as plane, cylindrical, and spherical 
waves, respectively. The corresponding sources of these canonical 
solutions can be one-, two- and three-dimensional Dirac delta 
functions, respectively. One may ask: Does there exist a solution 
for the scalar Helmholtz equation that effectively behaves as the 
“intermediate” case between these canonical cases, for example, an 
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“intermediate” wave between the cases of a plane wave and a 
cylindrical wave? If yes, what kind of source distributions would 
effectively behave as the intermediate step between the integer- 
dimensional Dirac delta functions, e.g., between the one- and two- 
dimensional Dirac delta functions? Since fractional deriva- 
tiveshntegrals are operators with features that are “intermediate” 
between the conventional operators of integer-order differentiation 
and integration, one may not be surprised to find certain roles of 
these operators in exploring answers to the above questions. Our 
study has shown that fractional integrations can be utilized to find 
the “intermediate” sources and waves that can satisfy the conven- 
tional scalar Helmholtz equation [4]. Here we briefly review these 
results. The details can be found in [4]. 

Consider a Cartesian coordinate system (x,y,z) in a three- 
dimensional physical space. The Green’s function for the scalar 
Helmholtz equation should satisfy 

V2G(r, r, ; k )  + k2 G(r, r, ; k )  = -6(r - ro ) (21) 

where r = xP, + yP, + za, and ro = xoGX + yo&, + zoSZ are the 
position vectors for the observation and source points, respectively, 
and 5, , a,, and 8, are the unit vectors in the coordinate system. 

V2 is the Laplacian operator, which, in the three-dimensional Car- 
2 a 2 2 d 2  

i3c2 &2 a2 tesian coordinate system, is expressed as V = ~ + - + -. k 

is a scalar constant, for a homogeneous isotropic space. It is well 
known that the solution to the scalar Helmholtz equation, for a 
one-dimensional Dirac-delta-function source, 6, (r) = 6(x) , located 
at the y-z plane, is a plane wave [5 1, p. 8 111 given as 

eiklx 
Gl(r,ro;k) = G,(IxI;k) = i-. 

2k 

When the source is the two-dimensional Dirac delta function, 
62(r) = 6(x)6(y) (i.e., a uniform line source along the z axis), the 
solution to Equation (21) is a cylindrical wave [51, p. 81 11: 

where HA1)() is the zeroth-order Hankel function of the first kind 
[52, chapter 91. Through certain mathematical steps, we have 
shown that a source that is described as follows, 

can be considered to be an “intermediate” source between the two 
cases of one- and two-dimensional Dirac-delta-function sources 
[4]. The subscript f is a parameter, with fractional values between 
zero and unity, and the pre-subscript e indicates the “even” sym- 
metric nature of this source with respect to the y coordinate. This 
source, which involves fractional integrals (of order f - 2 )  of the 
two-dimensional Dirac delta function S(x)G(y), is a distributed 
source in the y-z plane. (In this fractional integration, the lower 
limit of integration in the definition of the Riemann-Liouville inte- 
gral is taken to be a = -a .) When f + 2 ,  the above source 
approaches the two-dimensional Dirac delta function located at x = 

y = 0 (Le., at the z axis). When f + 1, the source in Equation (24) 

becomes (1 / 2)6(x), which is a one-dimensional source located at 
x = 0 (Le., in the y-z plane). With the above “intermediate” source 
as the source term in the right-hand side of the non-homogeneous 
Helmholtz equation, the solution to this equation, for the observa- 
tion points on the symmetry plane (Le. on the x-z plane) and for 
x > 0,  can be exactly obtained and written [4] as 

for x > O  and 1 <  f < 2 .  (25) 

qy-2)/2 is the Hankel function of order (f - 2)/2 and of the first 
kind [52, p. 3581. For observation points outside the x-z plane, we 
have found the asymptotic solution suitable for the far-zone region 

[4]. Denoting p -  dm and q =  tan-l(y/x), for kp>>l  and 
q > 0 but not too small, the far-zone solution is given as 

for 1< f < 2 .  

Several salient features of the solutions given in Equations (25) 
and (26) should be highlighted. As can be seen from Equation (26), 
this far-zone solution to the Helmholtz equation, with the 
“intermediate” source given in Equation (24), has two parts: a 

cylindrical wave, which drops as p-’l2 in the far zone, and a non- 
uniform plane wave, which propagates in the x direction, but its 

amplitude drops with y as /yl’-f for 1 < f < 2 .  It can be easily 
shown that when f approaches one of the limits of 1 or 2, the above 
solution becomes the asymptotic form for the one or two-dimen- 
sional case. Specifically, when f = 2 ,  the source given in Equa- 
tion (24) represents a two-dimensional Dirac delta function at 
x = y = 0 .  In this case, the second term in Equation (26), repre- 
senting a “plane-wave’’ portion of the solution, disappears, due to 
the r ( 2 - f )  in its denominator. The first term becomes 

, which is the asymptotic form for i J 2 i k p - i d 4  ,Yf=2(x,y;k) z - -e 
kp>>l @ 

:H:’)(kp), as expected. For f = 1, the source in Equation (24) 

takes the form (1/2)6(x). In this case, the cylindrical term disap- 
pears, and the plane-wave part of Equation (26) becomes 
(i/4k)exp(iklxl), which is half of the value of G l ( x ; k )  when the 
source is 6(x). So, indeed, the above solution effectively behaves 
as an “intermediate wave” between the cases of plane and cylindri- 
cal waves. 

For far-zone observation points along the x-z plane, the mag- 
nitude of the exact solution given in Equation (25) can be analyzed 
for loc >> 1. This results in 

for 1 <  f < 2 .  
(27) 
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So, on the symmetric x-z plane, the magnitude of the solution 

drops as lxl(l-f)’z in the far zone. The rate of drop of this magni- 
tude along the x axis depends on the fractional order,$ For f = 2 ,  

Equation (27) provides lxl-’12 as the dependence on x. This is 
expected since, for f = 2 ,  the cylindrical wave is the solution. For 
f =1, it can be shown that Equation (25) will become 
( i  / 4k) exp(iloc), as expected for the plane-wave solution. So, 
effectively, the two- and one-dimensional Green’s functions of 
Equation (21) have been “smoothly connected” by varying the 
order of fractional integration of the two-dimensional delta func- 
tions in the source term, Equation (24). Since , Y f ( x , y ; k )  pro- 
vides‘a solution, the magnitude along the x axis in the far zone of 

which drops as Ixl(‘-f)iz, and since this solution is the 
“intermediate” solution between the Green’s functions of the 
Helmholtz equations for the one- and two-dimensional Dirac-delta- 
function sources, we have named it the “fractional” solution of the 
Helmholtz equation [4]. For observation points outside the x-z 
plane (and not too close to this plane), the far-zone solution given 
in Equation (26) has both cylindrical- and plane-wave portions. 
Furthermore, in each of the limits as f -+ 1 and f -+ 2 ,  one of 
these parts disappears, and the other represents the far-zone solu- 
tion for a limiting case. 

We have extended the above analysis to the cases that are 
intermediate between n- and ( n  - 1 )-dimensional Dirac delta func- 
tions for the scalar Helmholtz equation in n dimensions (n being a 
positive integer). The interested reader is referred to [4]. We have 
shown that starting from the Green’s function for the scalar Helm- 
holtz operator with the n-dimensional-delta-function source, we 
can “smoothly collapse” to the ( n  - 1) dimensional case, using 
sources described as ( n  - f )th-order integrals of n-dimensional 
Dirac delta functions, wherefis a real non-integer number between 
( n  - 1) and n. One can then continue this process from ( n  - 1) to 
( n  - 2), and from ( n  - 2 )  to ( n  -3), and so on, until one reaches 
the Green’s function for the one-dimensional-delta-function 
source. 

6. Summary 

In this feature article, we have briefly reviewed some of the 
roles and applications of fractional calculus in electromagnetics 
that we have recently introduced and explored. These cases, 
although limited and specific in nature, might reveal interesting 
features of fractional derivatives and integrals and their possible 
utilities in electromagnetic theory. Since fractional derivatives/ 
integrals are effectively the intermediate case between the conven- 
tional integer-order differentiationhntegration, one may speculate 
that use of these fractional operators in electromagnetics may pro- 
vide interesting, novel, “intermediate” cases in electromagnetics. 
Cases such as fractional multipoles, fractional solutions for Helm- 
holtz equations, and fractional-image methods are the ones that we 
have studied and briefly reviewed here. Some other cases, such as 
the fractionalization of the curl operator and its electromagnetic 
applications, are currently under study by the author. Preliminary 
results of this study will be presented in the upcoming IEEE AP-S 
International Symposium/URSI North American Radio Science 
Meeting in Montreal, Canada, in July, 1997. 
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Sciences Corporation, Dikewood Division, in Santa Monica, Cali- 
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currently Professor and Graduate Group Chair of Electrical Engi- 
neering. He is also a member of the David Mahoney Institute of 
Neurological Sciences at UPenn, and a member of the Bioengi- 
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are in the areas of electromagnetics, electromagnetic materials, 
wave interaction with complex and chiral media, fractional calcu- 
lus in electromagnetics, biologically inspired polarization imaging, 
photoreceptor waveguides, and optics. He is a Fellow of the IEEE. 

He is a member of the Optical Society of America, the American 
Physical Society, the American Association for the Advancement 
of Science, and of Sigma Xi. He is an Associate Editor of the IEEE 
Transactions on Antennas and Propagation, and on the Editorial 
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was an Associate Editor of Radio Science (1991-1996). He is a 
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Robert Smre 
Production Di 

Robert Smrek, who has been Production Manager for Maga- 
zinesMewsletters for the IEEE, has been promoted to Production 
Director for IEEE Periodicals. In this new position, he will be 
responsible for the production departments of both Transac- 
tions/Journals and MagazinesNewsletters at the IEEE. He will 
continue to manage the art department of the Magazines group. He 
will also take on management of CD-ROM production for all peri- 
odical-related products. Bob has been the production interface to 
the printer, Cadmus, for the Magazine since he joined the IEEE, 
five and one-half years ago. 

According to Fran Zappulla, Staff Director for IEEE Periodi- 
cals, “These changes reflect our goal of uniting both the Transac- 
tions/Joumals and Magazineshlewsletters departments even fur- 
ther. We hope it will bring more synergy to the group in working 
with our publication customers.” 
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