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Abstract. As more applications migrate to IP networks, ensuring a consistent level of service is increas-
ingly important. One option is for the network to offer service guarantees. Another is to leverage the path
diversity that the Internet intrinsically offers. Our focus is on understanding if an when one can indeed
take advantage of multiple disjoint paths to improve performance. We consider an environment where loss
patterns are bursty and where coding is used to provide robustness against packet losses. We assume that
only long-term loss statistics are known about each path, and we seek to identify the best strategy for
sending packets over the available paths. Our contributions are two-fold. First we demonstrate that even
with minimal knowledge of channel characteristics and using simple transmission policies, path diversity
can help significantly improve performance. Second, we derive an efficient method for identifying optimal
policies, and more importantly characterize when having access to multiple paths can be of benefit.

1 Introduction

IP networks are nowadays carrying many diverse applications, including multimedia applications with
requirements for minimum service guarantees. Service guarantees are, however, not “native” to IP net-
works, and while there have been proposals to introduce Quality-of-Service (QoS) in the network, another
alternative is to make applications more resilient to variations in network performance. This has the ad-
vantage of keeping complexity out of the network and allows custom tailoring for each application, e.g., by
adjusting the level of resiliency. Resiliency can be provided by letting the application adapt to changes in
network performance, and by adding redundancy to the data it transmits. Redundancy is typically in the
form of coding, that lets applications recover from a certain number of network losses. In this paper, we
investigate whether such resiliency can be further enhanced by also taking advantage of diversity in the
transmission options, e.g., multiples paths or channels1 available from the network. Intuitively, diversity
can be of benefit by helping avoid extended periods of poor performance on any given channel, which
would translate into a long burst of errors (lost packets).

Our starting point consists of applications that in order to achieve some resiliency to losses, use
packet level encoding so as to be able to recover data whenever at least k packets out of a frame of N
transmitted packets are correctly received. A number of such codes have been proposed for use in packet
networks, e.g., information dispersal [1] and diversity coding [2], that are relatively simple to implement.
Depending on the quality of the network and the “strength” of the code, the sender achieves a certain
“effective” transmission rate, i.e., successfully delivers to the receiver a number of frames2 per unit of
time. Typically, the sender targets a frame loss probability Pmin that corresponds to a minimum desired
level of application quality, and selects its code, i.e., the values of k and N , so as to meet this target while
maximizing the code rate k

N
. When there is only one path, the sender transmits all its packets on the

same path, but in the presence of multiple paths, the sender has the option of sending different packets
over different ones.

? This work was supported in part by NSF grants ITR-0085930, ANI-0106984, ANI-9902943, ANI-9906855, CNS
0435306 and NCR-0238340.

1 Throughout the paper, we interchangeably use the terms “path” and “channel.”
2 A frame corresponds to the data encoded in a frame of N packets, i.e., that can be recovered whenever at least

k out of N packets are received.



As a result, we consider a setting with multiple (independent) channels between a sender and a
receiver, and explore the extent to which this diversity can be leveraged, even when the information
available about each channel is minimal. Specifically, we assume that only general channel statistics such
as average loss rate and loss burstiness are known, and that neither sender nor receiver are capable of
sensing or predicting channel states. In other words, we limit ourselves to static channel information,
which has the advantage of both simplicity and portability. Simplicity because it allows the exploitation
of diversity through minor modifications to traditional transmission systems, i.e., the ability to switch
successive packet transmissions from one channel to another. This can be implemented through small
device driver level modifications to allow the distribution of packet transmissions across multiple network
interface cards (NICs). Alternatively, a single, frequency-agile NIC could also be used3. More importantly,
unlike many physical layer diversity solutions that rely on the precise knowledge of channel characteristics,
e.g., OFDM or MIMO systems, the resulting solutions are portable in that they can operate across a broad
range of channel types, and can also be easily adjusted to accommodate updates in channel estimates.

The type of static channel characteristics we assume known are commonly available for both wireline
and wireless channels, and similarly access to multiple such transmission options (channels) is itself not
unusual. For example, in wireline networks the gateways connecting different sites often have multiple
connections between them, either through multi-homing or through overlay paths. These paths are moni-
tored to ensure compliance with service level agreements, and these measurements allow the construction
of simple channel models, e.g., [4, 5]. Similarly, in wireless networks multiple channels associated with
different frequency bands, different physical antennas, or antenna polarization are also not uncommon.
For many if not all of these channels, models are available, e.g., [6, 7], that provide the type of information
we assume available for channel selection decisions.

Our goal in this paper is, therefore, to identify if, when, and how access to multiple choices can be
of benefit, when selecting a channel for packet transmission. Note that implicit here is the assumption
that sending successive packets over distinct channels does not in itself negatively impact performance.
In particular, it is expected that out-of-order packet transmissions can be readily handled by the receiver.
This ability is commonly available in most applications, as the Internet itself does not guarantee in-order
delivery, and simple resequencing buffers have been shown to be quite effective [8, 9], even in the context
of mobile ad hoc networks [10], where path changes are frequent.

In order to gain some insight into the potential benefits that channel diversity offers, we focus on a
family of transmission strategies that are both simple to investigate and implement. Specifically, rather
than consistently transmitting all its packets on the same channel, the sender randomly selects a channel
prior to each packet transmission. Random policies do not require much additional state at the sender
(they are fully specified by the transmission probabilities associated with each channel), and do not change
the number of packet transmissions at the sender. This ensures that any benefit derived from (randomly)
using multiple channels is solely because of diversity, and not because of additional transmissions and
therefore a greater power or bandwidth consumption. In addition to focusing on random policies, we also
initially limit our investigation to the case when only two channels are available. This is in part because
this represents the most common environment, and also because, as we shall see, the bulk of the benefits
achievable through diversity are often realized with only two channels.

In the context of this investigation, our contributions are as follows. First and foremost, we demon-
strate that by taking advantage of path diversity and with minimum changes to the transmission methods
they currently use, applications can achieve substantial performance improvements in the amount of infor-
mation they successfully transfer per unit of time. The magnitude of those improvements obviously varies
with the relative quality of the available paths, the desired target probability of successful transmissions,
and the frame size, but there are numerous configurations where an application substantially improve
its effective transmission rate. For example, in the case of two identical GSM channels [11] and a target
loss probability of 0.5%, randomly alternating transmissions between the two channels can result in an
effective rate increase of 47%. Another contribution of the paper is the development of a computationally
efficient technique for identifying the optimal policy, which for a given code and desired probability of
successful transmission yields the highest possible transmission rate. Finally, we broadly characterize the
set of configurations, i.e., channel characteristics, target probability of successful transmissions, frame
size, etc., for which path diversity can be expected to yield meaningful performance improvements.

The remainder of the paper is organized as follows. In Section 2 we briefly review related works.
Section 3 formally introduces a model for the system we consider. Section 4 defines metrics for comparing

3 The device level switching latency in an IEEE 802.11a NIC is approximately 80µs [3]. Clearly this does not
account for all the system level overhead, but points to the potential feasibility of packet-level channel switching
decisions.



different policies, and Section 5 presents an efficient scheme for computing the probability of success
for different (random) transmission strategies. In Section 6 we quantify the benefits available from path
diversity as well as characterize the channel scenarios where path diversity is indeed beneficial. Finally,
Section 7 summarizes our results and outlines several extensions we are currently working on.

2 Related Literature

The use of diversity has been the topic of much recent attention, and [12] provides a comprehensive
overview of the relevant issues, from the physical to the network layer. Laneman et al. [13] compare
application-layer and physical-layer approaches to diversity. Wang et al. [14] and Zimmermann et al. [15]
design protocols that take advantage of path diversity in wireless ad hoc networks. Laneman et al. [16],
Pradhan et al. [17] and Puri et al. [18] analyze diversity from an information theory point of view.

Path diversity has been traditionally motivated by real-time applications and has been used in com-
bination with techniques that add resiliency to combat packet losses, e.g., coding. The use of coding to
overcome the impairments associated with lossy channels is obviously not new, and several previously
proposed schemes, e.g., [1] and [2], were also motivated by the availability of multiple paths. Diversity
offers the opportunity to mitigate the impact of periods of significant losses on one the paths, something
that is particularly important to real-time applications that often cannot tolerate retransmission delays.
Many recent proposals using coding together with path diversity have, therefore, been motivated by video
applications [19–22]. A key difference between those works and this paper is that they typically target
the design of codes that maximize application resiliency to packet losses, or the identification of the best
set of paths over which to send packets. In contrast, we assume a given code and set of paths/channels
and focus on the performance gains that can be realized by intelligently utilizing the available paths.

From that standpoint, the papers by Golubchik et al. [23] and Abdouni et al. [24] come closest to
our work. They follow a similar approach for coding the data and for modeling the error process of
the available channels, but do not explicitly consider the probabilistic policies that we use in this work.
Moreover, they focus on different metrics when quantifying the benefits of path diversity.

Tsirigos and Haas [25] also share our goal of identifying an optimal transmission strategy based on
knowing only long term channel characteristics. The paper considers a wireless setting where multiple
channels are available for transmission, and where fading causes channels to be in either a “bad” or a
“good” state. When a channel is in a bad state, all the packets transmitted on that channel are lost.
A channel has the same state for the entire duration of each frame. This represents a simpler channel
model than the one we use in this paper, as we allow for general statistical loss patterns, i.e., different
average error rates and expected burst lengths. We also allow the state of the channel to change on a
per packet basis, not on a per frame basis. Given that frames can potentially be relatively large (tens or
hundreds of packets) and that channel conditions can change relatively quickly, our model can adequately
capture the behavior of such a system. Our channel model does translate into a more complex analysis,
but more importantly, it extends the applicability of the results to a broader range of channels, including
wireline channels and many typical wireless channels, e.g., the GSM channel of [11], that do not fit a
purely “on-off” model.

3 System Model

In this work we consider a system comprised of a sender with many available transmission paths to a
particular destination. Each of these paths or channels is modeled as a Markov chain that transitions
between states associated with different loss rates. Our analysis is general enough to allow for an arbitrary
Markov model for the channels, but for the sake of computational efficiency, we focus on the Gilbert-
Elliott model [26, 27]. This is a well known model that captures the bursty nature of channels, while
at the same time being simple enough to allow for a computationally efficient analysis of the system
performance. While more accurate models for, say, the GSM channel are available [7, 11], the G-E model
is sufficient for our purpose of demonstrating the benefits of path diversity within a broad range of
channels. According to the G-E model, each channel has two states, good and bad (G and B), and at
the end of each packet transmission it transitions to the bad state with a known probability (Pe and Pb,
respectively). In the good (bad) state, the probability of correct transmission is PG = 1 (PB = 0)4. See
Figure 1 for a schematic of the channel. A node transmits each packet in only one channel, but may select
different channels for successive packets. It does not know the current or previous states of the channels,

4 Our analysis can be extended to the case where 0 ≤ PB ≤ PG ≤ 1.



but it knows the long term statistics, PG, PB , Pe and Pb. Note that when the channels are Bernoulli
channels, i.e., the loss process has no memory (Pe = Pb), then the optimal strategy is to send all packets
on the channel with the lowest loss probability. Thus, we concentrate on scenarios where the loss process
on at least one channel is bursty, which is common in both wireline and wireless settings [4, 7, 11].
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Fig. 1.

Left: The simplified Gilbert-Elliott channel model.
Right: The 4-state Markov Chain corresponding to the case of two mutually independent Gilbert-Elliott channels.
A few representative transitions are labeled.

Frames are transmitted in blocks of N packets and have been encoded using (N, k) coding such that a
receiver can decode the original information if and only if it correctly receives at least k packets; otherwise
all N received packets are discarded. For any given frame length k, the higher the value of N , the more
the coding redundancy and therefore the lower the fraction of “information” transmitted per frame. On
the other hand, the lower the value of N , the smaller the probability that at least k packets are delivered
successfully in each frame and the frame is decoded correctly. The quantity k

N
is defined as the rate of the

code. For a given frame of length k, we seek to quantify the system trade-offs associated with different
values of N and transmission strategies. Specifically, we are interested in identifying the optimum channel
selection strategy for any given (N, k) code, which is the channel selection strategy that maximizes the
probability that k or more packets out of N are received correctly.

For any given N , a node can select the transmission channel of each packet in several different ways.
For example, it can transmit all packets over one channel, or distribute transmissions among multiple
channels. In the latter case, the node may use a deterministic strategy, e.g., transmit the first i1 packets
in channel 1, the next i2 packets in channel 2, etc., or it can randomize its channel selection decisions.
In this paper, because of its simplicity we focus on the latter approach. Furthermore and as mentioned
earlier, we also limit ourselves to a base scenario involving only two channels. Whenever a packet is ready
to be transmitted, channel 1 is selected with probability p and channel 2 with probability 1 − p, so that
any strategy in this class is fully specified by its parameter p ∈ [0, 1]. Note that this class of strategies
includes the basic strategies of transmitting all N packets on the same channel, i.e., p = 0 or p = 1.

The goal is then to develop a computational framework that will let us characterize as a function of
the code length N , and the channel parameters Pe and Pb, the optimal p∗ that maximizes the sender’s
effective rate. Conversely, this framework can then also be used to identify an optimal code, i.e., the
parameter N , that for channels parameters Pe and Pb, and for given frame of length k and associated
target probability of successful frame transmissions Pmin , maximizes the sender’s effective rate.

4 Performance Metrics

We define a metric that captures the trade-off attained by different transmission policies and codes, and
use it to introduce our definition of an optimal policy.



The Effective Rate (ER) of a code under a given channel selection policy A, a quantity that captures
the useful data throughput, is defined as the useful information that is transmitted per unit of time.
By “unit of time,” we refer to the time required to send one packet. Since each frame in an (N, k) code
consists of N packets, the time required to send a frame is equal to N . The amount of useful information
in a frame is k, and this information is correctly transmitted with probability P A

succ(N, k). Therefore, the
Effective Rate of an (N, k) code under some arbitrary channel selection policy A can be written as

ERA(N, k) =
k

N
· PA

succ(N, k). (1)

We consider the case where for a given frame length k, any code length N can be used that meets the
target success probability Pmin. We define the optimal transmission policy p∗ as the policy that maximizes
the Effective Rate over all N . Let N∗ denote the value of N that together with the optimal channel
selection policy p∗ attains the maximum possible Effective Rate. The relative gain in Effective Rate of
the optimal combination consisting of code (N ∗, k) and policy p∗ over policy A (used in conjunction with
the code (NA, k) that maximizes the Effective Rate of that policy A) is defined as the ratio

GER(A) =
ERopt (N

∗, k) − ERA(NA, k)

ERA(NA, k)
. (2)

5 Computing the Optimal Policy

We discuss how to compute the optimal channel selection strategy p∗ and the optimal code parameter
N∗. Note that the Effective Rate can be computed for any channel selection policy if the probability of
successful transmission of each frame under the policy is known. We therefore develop a recursive scheme
to compute this probability for an arbitrary channel selection policy.

A system with 2 channels can be modeled by a 4-state Markov chain with states (G, G) (state 1),
(G, B) (state 2), (B, G) (state 3) and (B, B) (state 4). See Figure 1 for a schematic of the Markov chain.
The first (second) component of each state of the Markov Chain represents the state of the first (second)
channel. Let πi be the stationary probability of the chain being in state i. Let P A

ij (m, n) be the conditional
probability of having m errors in a sequence of n transmissions under channel selection strategy A given
that the initial state was i and the ending state was j. Note that P A

ij (m, n) depends on the 4-state Markov

chain and the channel selection strategy. We now write an expression for P A
succ(N, k) as follows.

PA
succ(N, k) =

N−k∑

m=0

4∑

i=1

4∑

j=1

πiP
A
ij (m, N). (3)

The first sum is over all possible numbers of errors that can be corrected by the (N, k) code. The next
two sums are over all possible starting and ending states of the system. Since the system has two channels
and each channel can be in one of two possible states (G or B), there are 22 = 4 such states.

Note that we assumed that the system is in steady state at the start of each frame transmission or
block of N packets. We justify this assumption as follows. Consider sampling the state of the Markov
Chain after transmitting every frame of N packets. Let s0, s1, ..., sj , ... be the states observed at the

sample epochs. Let the indicator variable I
j
i be equal to 1 if the Markov Chain is in state j at the ith

sample, and equal to 0 otherwise. Thus, the fraction of times the system is in state j at the start of

transmission of a frame is limi→∞

I
j

1
+I

j

2
+...+I

j

i

i
which equals πj by ergodicity ([28], Chapter 4.3).

We now present an algorithm for recursively computing P A
ij (m, n) for any given channel selection

strategy A. For all n = 0, 1, ... and m = 0, 1, ..., n, and for all i, j ∈ {1, 2, 3, 4},

PA
ij (m, n) =

4∑

k=1

PA
ik(m, n − 1) · Pkj · P

A{no error | state is j}+

4∑

k=1

PA
ik(m − 1, n− 1) · Pkj · P

A{error | state is j}, (4)

where PA{no error | state is j} is the conditional probability that a packet is successfully transmitted
under policy A given that the state is j, and P A{error | state is j} is the conditional probability that a



packet is unsuccessfully transmitted under policy A given that the state is j. Pkj denotes the transition
probability from state k to state j. The initial conditions for the recursions are given by P A

ij (m, n) = 0 for

all m > n and m < 0. When m = n = 0, the initial conditions are P A
ij (0, 0) = 1 if i = j, and PA

ij (0, 0) = 0

otherwise. Thus, PA
ij (m, n) depend on the transition probabilities as well as on P A{no error | state is j}

and PA{error | state is j}, which depend on the channel selection policy A.
From Equations (3) and (4), we see that P A

succ(N, k) can be computed recursively with a computa-
tional complexity of order O(N 3). Our main motivation for following such an approach is computational
tractability. In particular, while one could derive a closed-form expression for P A

succ(N, k) by extending
results available for the single Gilbert-Elliott channel case [29], we believe that such an approach would
both prove computationally inefficient and fail to provide insight into the impact of individual parameters.
As a matter of fact, a similar situation motivated the development of recursive expressions in the single
Gilbert-Elliott channel case [29, 30], as the available closed-form expressions were numerically unstable
and so complex that they provided little intuition for the role of individual channel parameters.

Using the approach we outlined, the probability of successful frame transmission and, therefore, the
Effective Rate of any channel selection policy can be computed for all channel and code combinations.
Hence, the optimal strategy can be identified. Extending the above recursion to more than two channels
is readily accomplished, but computational complexity increases rapidly with the number of channels.

6 Evaluating the Benefits of Path Diversity

As mentioned before, path diversity arises in many different scenarios (multi-homing, overlay paths,
different frequency bands, different physical antennas, antenna polarization, etc.), and it involves different
control overhead in each. Assessing when and if taking advantage of this diversity is beneficial calls,
therefore, for the ability to compare achievable performance improvements and implementation costs
in each scenario. The framework we have just introduced will allow a system designer to make such
an assessment, and in this section we demonstrate through numerical evaluations how it is possible to
articulate broad guidelines for when path diversity can be effective.

We first show that in many cases path diversity can substantially improve performance. We make
this assessment by evaluating the relative gain in effective rate when using two channels instead of only
one, i.e., p ∈ {0, 1}, and characterize the channel scenarios in which this gain is significant. We show that
adding a second channel, even a relatively bad one, can result in significant performance improvements,
which we quantify for different combinations of system parameters.

Specifically, we consider the case of two mutually independent channels with transition probabilities
P 1

e , P 1
b and P 2

e , P 2
b (Figure 1), and different long term error rates and expected burst lengths. In particular,

for the initial investigation of quantifying the benefits of diversity, we consider 55 different channels with
long term error rates between 1% and 9%. As far as burst characteristics are concerned, we consider
channels ranging from Bernoulli (i.e., not bursty), to channels where the expected burst length is 10
(when Pb = 0.9). This combination of 55 channels allows us to cover a reasonably broad range of realistic
channel characteristics in order to gain a better understanding of when path diversity can be beneficial.
In addition, the 55 channels also include a number of specific cases of practical importance, such as the
GSM channel that has parameters Pe = 0.0079 and Pb = 0.8509 [7], which result in a long term error
rate of 5% and an average burst length of 6.67 packets. Because of its importance, we will highlight this
channel throughout our investigation. Later on we will consider channels with long term error rate up to
30% and arbitrary expected burst lengths.

We assume that the frame length k, and the minimum required probability of success Pmin are derived
from application requirements. The smaller the frame length, k, the smaller the coding delay, and the
larger Pmin , the more reliable the transmissions. The optimal path diversity solution corresponds to the
channel selection policy p∗ and code length N∗ that maximize the effective rate under these constraints.
We consider different values of k and Pmin .

First note that when no coding is used and the only requirement is to maximize the maximum number
of packets successfully transmitted, then the optimal channel selection strategy is to select the channel
with the smallest long-term error rate independent of the expected burst lengths. Thus, channel diversity
need not be used in such cases. However, as previously discussed, coding is necessary in many practical
cases where a minimum successful frame transmission probability Pmin is required. We now seek to assess
whether channel diversity is beneficial when coding is used (N > k).

As a starting point, we consider specific values of k and Pmin : k = 10, Pmin = 0.995 or 0.980. If only
one channel is to be used, the sender calculates the maximum Effective Rate achievable over either of



the two channels by optimally choosing the value of N to use over each channel. Then, the sender uses
the channel and the corresponding code that result in the highest Effective Rate. In the case of path
diversity, the sender optimally picks a code and channel selection policy so as to maximize the Effective
Rate when using both channels. For the case of two identical channels (using three groups within the 55
channels described before that correspond to a Long-Term Error Rate (LTER) of 1%, 5% and 9% and
different Expected Burst Length (EBL) values), Figure 2 plots the relative gain in Effective Rate (GER)
as a function of the EBL and the LTER for two different values of Pmin

5. We notice that as a general
trend, when the EBL and/or the LTER increase, then the relative gain in ER also increases, i.e., path
diversity becomes more useful6. Given that the relative gain can be as high as 70% (for the case of two
GSM channels and Pmin = 0.995, the gain was 47.60%), or barely noticeable, it is critical to identify the
channel scenarios in which diversity does indeed help.
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Fig. 2. Relative Gain in ER as a function of EBL and LTER for two different values of Pmin .

We therefore now seek to explain when and why channel diversity is beneficial. Clearly, the benefits
will depend on the long term error rates and the average burst lengths of the available channels. For
example, if the long term error rate of one channel is significantly less than that of the other, then
intuitively the optimal channel selection strategy will always select the former. Thus, a natural first step
is to investigate the benefits of channel diversity with two statistically identical channels. For two GSM
channels and Pmin = 0.995, for k = 10 and k = 25 the relative differences in ER over the benchmark
policies with p = 0 and p = 1 are 47.5% and 24.41% respectively. Clearly, these benefits are significant. We
now seek to understand why channel diversity is beneficial in this case. The availability of an additional
channel allows the packet transmissions to “avoid” error bursts when they occur. In fact, using the
previously mentioned 55 channels, in all cases where two identical channels were available, the optimal
policy always distributed packet transmissions equally across both channels, i.e., p∗ = 1

2
. The intuition

behind this behavior is that by transmitting on both channels, the policy allows the sender to “escape”
part of the error bursts. Moreover, when channels are identical, the sender is equally likely to hit a burst
on either channel, so that there is no benefit in favoring one over the other.

The above results suggest that channel diversity increases the Effective Rate because it helps avoid
error bursts. This would seem to imply that channel diversity would be more helpful with bursty channels,
and less so when channels are not bursty. We now systematically examine whether this is indeed the case.
We ask the question of what is the smallest burstiness (in terms of the EBL) that is needed, in order for
channel diversity to yield a 25% improvement when two statistically identical channels are used. Note
that the number 25% has been selected as a benchmark improvement. The left part of Figure 3 plots

5 When Pmin = 0.98, no coding is needed over the channels that have LTER of 0.01. Therefore, we only report
the results for channels that have LTER of 0.05 and 0.09.

6 Note here that the relative gain is not always increasing as LTER or EBL increase. This is due to the discrete
nature of the codes that are used. For example, a small increase in EBL could result in the path diversity
system using a larger code than before, while still allowing the no diversity system to use the same code as
before. This will result in GER to drop.



the EBL needed for channels whose LTER varies between 1% and 10%. We notice that as expected
the smaller the LTER, the more bursty the channels should be in order for channel diversity to provide
substantial gains7. When the LTER of the channels is 1%, an EBL of only 5.2 is enough in order for the
use of channel diversity to be meaningful8.

Next, we assess the benefits of channel diversity when channels are not statistically identical, i.e., they
have different EBL and/or LTER. We observe that the use of a second channel, even a relatively bad
one (with higher long term error rate and/or burstiness), can result in significant performance benefits.
This second bad channel will obviously not be used as much as the first channel, but it will nonetheless
allow the sender to “break up” extended periods of error bursts. We consider the case where one of the
two channels is the GSM channel, and the other is not a GSM channel. For different values of LTER we
identify the maximum EBL of this second channel that still allows for a 25% improvement in Effective
Rate by utilizing channel diversity as compared to the case of just using the GSM channel (the right
part of Figure 3). Again, we notice that a 25% improvement can be achieved even for a very poor second
channel, e.g., when the second channel has a LTER of 0.30 (with EBL=3.2), or when the second channel
is very bursty (EBL=937 when LTER=0.055). Notice that independent of the EBL, all channels with
LTER less than or equal to 0.05 are able to increase the performance of the GSM channel by at least
25%. Obviously, all channels with LTER greater than 0.05 whose EBL is smaller than the channels shown
in the right part of Figure 3 will also increase the performance of the GSM channel by at least 25%.
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Left: Two identical channels with these characteristics result in a 25% relative gain in ER.
Right: Channels that when used together with a GSM channel improve its performance by 25%.

We now investigate how the benefits of path diversity vary as a function of the frame size k. First
observe that for Bernoulli channels the optimal strategy is to transmit all packets over the channel with
the lower long-term error rate. Thus, path diversity does not provide any advantage in this case. When
k, and as a result the code length N , is much higher than the EBL of the channels, the difference
between bursty and Bernoulli loss processes becomes less significant. We therefore expect that for a large
enough k, path diversity will also not offer significant advantage. For example, for two GSM channels and
Pmin = 0.995, for k = 25, 50, 100, 250, 500 the relative differences in ER over the benchmark policies with
p = 0 and p = 1 are 24.41%, 16.85%, 10.1%, 5.4%, 3.5%, 2.3%, respectively. However, note that large
codes are complex to implement and can introduce unacceptable decoding latency. Thus, an important
advantage of path diversity is that for any given frame length k, it helps attain the requisite performance
with a smaller code length N . Furthermore, even if it decreases, the advantage that path diversity offers
remains present up to relatively large frame lengths. The conclusions remain similar for non-identical
channels. However, the magnitude of the benefits depend now on the individual channel characteristics.
Figure 4 shows the optimal policy as a function of the frame length k for two fairly bursty non-identical
channels. The first channel has a smaller long term error rate (1% instead of 9%), and as a result as
k becomes large, the optimal policy eventually converges to p∗ = 1. The relative difference in Effective

7 Note that the smallest required EBL for a 25% performance improvement is not monotonically decreasing as
LTER increases. This is again due to the discrete nature of the code lengths that can be used.

8 Note that the EBL of a Bernoulli channel with LTER of 1% is about 1.01.



Rate is about 11.1% when k = 10, about 6.5% when k = 20 and about 4.7% when k = 30. The benefits
of path diversity are somewhat less than in the case of two GSM channels. This is because the second
channel has worse characteristics than the first channel, and as a result it is not used as much. But, for
k < 287, the optimal policy still uses the second channel, and attains a higher Effective Rate as compared
to the benchmark policy that uses only the “best” channel. This is yet another instance where adding a
relatively bad second channel delivers improved performance.
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Fig. 4. The optimal policy (p∗) of the (N∗, k) code that achieved Psucc ≥ 0.995 as a function of the frame length
k. Both channels are bursty, with the second having a worse LTER (9% versus 1%).

The natural next question is to ask how the benefits of path diversity evolve as more channels become
available. The work of other authors as well as our own intuition suggest that most of the benefits
of path diversity are realized with just two channels. We are currently investigating this issue, and
preliminary results appear to confirm that in most instances two channels deliver the bulk of the possible
improvement achievable through path diversity. We also note that in all 55 cases of identical channels
that we investigated, the average additional gain by using a third channel was about 5.13%, although
in some cases it was as high as 20%9. We are currently in the process of systematically evaluating the
benefits of using multiple channels, and identifying the specific channel characteristics where the use of
more than two channels can yield meaningful further improvements.

7 Conclusion

This paper explored the potential benefits associated with channel (or path) diversity in improving
performance in packet networks. The focus was on schemes that impose no or minimum added complexity,
and do not increase the number of packet transmissions. Only long term channel characteristics were
assumed known, and the channel selection strategies considered were limited to simple random policies
that can be implemented with only minor changes to existing systems. We concentrated on scenarios that
involve only two bursty channels, as bursty loss characteristics are common in many wireless and wireline
settings, and intuitively represent conditions where diversity is most likely to help, i.e., by allowing the
break-up of extended periods of consistently bad performance.

Our findings demonstrated that considerable improvements in the useful data throughput (Effective
Rate) achieved by applications are commonly feasible. For some channel combinations, this improvement
reached over 70%. These improvements were not the product of “exotic” channel combinations, e.g., they
were present when using two standard GSM channels, and more often than not, adding a bad channel
to a good channel was found to yield substantial gains. Our main contributions have been to provide
computationally efficient procedures for computing policies that enable effective use of path diversity,
and for broadly characterizing when it can be of benefit.

Experimental validation using an IEEE 802.11 testbed is an area we are actively pursuing. Another
extension we are working on involves generalizing the problem to consider how multiple users may op-

9 For the same set of 55 identical channels, the average gain by going from one to two channels was about 14.31%.
The maximum gain was 70.35%.



timally share multiple channels, when each one of them wants to leverage path diversity to maximize
performance.
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