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ABSTRACT

THE EPOCH OF REIONIZATION:
FOREGROUNDS AND CALIBRATION WITH PAPER

Daniel C. Jacobs
Supervisor: James Aguirre

Over the last 20 years we have learned that the contents ohilierse are spit into 76%
Dark Energy and 24% Matter, 17% of which is ordinary mattef.ti@ ordinary matter
the bulk is hydrogen which forms the raw material for buitglistars. The universe began
14 Billion years ago with an expanding space-time and quiokban After about 300,000
years this all cooled enough for the plasma to recombinenetdral hydrogen gas and
release photons which we eventually observe redshiftedtihe radio; the Cosmic Mi-
crowave Background (CMB). Nearly half a billion years pasbefore the slow process
of gravitational collapse would lead to the formation of tinst galaxies and the (re) ion-
ization of the ubiquitous hydrogen. This Epoch of Reion@ai{EoR) is the next major
unexplored cosmological milestone. At the current timegbace between galaxies is al-
most completely ionized, therefor we know that the univensist have undergone a global
phase transition. The nature of the ionizing sources, vangtbung galaxies or accreting
massive black holes is unknown. Neither do we know when #inization occured or
how long it took.

Models suggest that we can detect fluctuations in the 21croggd emission line as
ionization proceeds and high contrast ionized holes argedain the neutral hydrogen.
Detecting these fluctuations is one of the few direct prolbéiseoreionization process but
is a difficult task requiring a new generation of low frequgnadio telescopes. Motivated
by the breadth of unknowns, the Precision Array for Probhmg Epoch of Reionization
(PAPER) has been slowly building in complexity while foldithe results of observations
back into improving the design and operation of the telescofs part of this process,
this thesis analyzes early observations to explore thr¢errageas of concern in detecting
EoR: contamination by foreground sources, calibratiobikta and limiting sensitivity.
Catalogs produced from this early data show good agreem#nprevious measurements.
We conclude that the calibration is stable and sensitivitgr are close to the expected
theoretical levels.
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Preface

Sometime about 14 Billion years ago the universe began witbtaig bang. We now
know that the universe was endowed with a certain amountexygrwhich is divided be-
tween dark energy, dark matter, photons and baryons mogtiohwas hydrogen plasma.
After 300,000 years or so this plasma cooled enough for thereins to recombine with
the protons and release the photons of the Cosmic Microwaskddound. After the
first billion years the first stars, galaxies and black holagd formed into the objects we
recognize today.

Observations of the CMB have verified this cosmologicalyietwhile deep integra-
tions with optical and infrared telescopes have pushedecltts the birth of stars and
galaxies. Despite these efforts, much remains unknowntaheufirst billion years of
evolution. In particular, we know very little about the fistars and galaxies. Were they
massive and bright? Where they numerous but dim? Where th@élaxies anything at
all like we see in more recent times? We see tantalizing loiiggrly galactic evolution at
later times but, occasionally these facts are at odds. Thedleetween the CMB era and
the earliest observed galaxies is completely uncharteiticisr.

One of the last truly global events is the (re)ionization gfltogen. It is certain to
have happened, we observe that the bulk of the hydrogenizemno very high redshift
yet must have been neutral for the CMB to propagate. Hydregeits a narrow spectral
line at 21cm which we observe redshifted to several metees, the commercial FM radio
radio band. This transition is theoretically detectabléhvai sensitive telescope operating
between 100 to 200 MHz. Ideally this telescope would imagegdis at narrow redshift
slices and so get a complete 3D image cube. This is out of ifaxirrent technology, but
even a relatively modest telescope may measure the powarsmevhich is made bright
and distinctive by the high contrast ionized holes in thetra¢gas. Detection of hydrogen
as it undergoes this process would be the highest redshigegs, a significant discovery.
It is an ideal probe of early star and galaxy formation preessand an ideal compliment
to traditional stellar astronomy.

In the near term we are limited to a detection of the powertsper This statistical
measure allows us to combine measurements from multipé&itots on the sky into one
statistical measure of fluctuations. However, the optiraldscope design for measuring
the power spectrum is still an open question. There is desagent over the best way
to achieve the required sensitivity though most approadasesan interferometer with a
large number of elements. An interferometer directly messthe spatial Fourier modes



of the sky, making it an ideal instrument for a power spectraeasurement, but existing
telescopes do not have enough elements to achieve thedissirsitivity. The Precision
Array for Probing the Epoch of Reionization (PAPER) is onas@feral radio interferom-
eters now under construction with the goal of detecting thegr spectrum of hydrogen
undergoing reionization. It is the only interferometerlbsolely for this purpose.

The design of the instrument is dictated by the need to coweda range of redshifts
and therefor a wide bandwidth, but also achieve a high seitgiand therefore a large
number of antennae. This results in a challenging amounataf and a very wide band-
width. To simplify calibration and minimize instrumentdlexts, the antenna must have a
smooth spectral and spatial response. When combined wstitoastraints these require-
ments result in a small element with a very wide field of viewtthreaks a number of
common simplifying assumptions used in radio inteferogetr

All of these problems are scaled by the ever increasing dileecarray with the cor-
relation of N antenna scaling everything by?. This work explores the data from 32
antennae. Only a year later we are now collecting 64 anteateawhich is larger by a
factor of four. Assuming no improvement in analysis tooks fitaction of data we are able
to explore will decrease by the same amount.

Radio astronomy has a long tradition of imaging. Despiteabmiost exclusive interest
in the power spectrum, there are still several good reasmimdge as well. If the data
are faulty, error-prone or mis-calibrated this is very difft to tell by direct examination,
partly because of the sheer volume of correlation measurenand partly because of
the unintuitive nature of interferometric measurementgc8ssful imaging is a powerful
argument for instrumental stability.

However, in an array that is starved for sensitivity, imagis in direct competition
with measuring the power spectrum. In an interferometeptsitions of the elements de-
termine the Fourier modes measured. A power spectrum nezasut must first measure
each Fourier mode to good sensitivity which necessitategr@mgement that minimizes
the number of independent modes sampled while an imagiayg sroptimal when it max-
imizes the number of modes sampled. These two requiremenis gension. We believe
that we must observe in both imaging and power spectrum agatigns to characterize
the instrument and foregrounds and to achieve a power sjpectetection.

The large number of elements, the large bandwidth and nigcegbalancing imaging
with measuring the power spectrum are some of the diffiltigh which we must con-
tend. We can not nor need not fully investigate each problé&mtive same level of detail.
The PAPER experiment approach is to investigate and sobld#gms as they come up and
save money by only solving problems that need to be solvedsé& kessons will eventu-
ally inform the building of much larger telescopes wherehsan approach would not be
possible. In this thesis | embrace this approach by invastig recent PAPER observa-
tions performing the first level of checks for problems thatnd prevent us from reaching
design sensitivity. In this thesis | try to answer this gi@stsing early observations from
the PAPER instrument taken during its extended constniqtgriod.

The PAPER collaboration is a group of around 12 people: threfessors and assorted
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students and engineers. This small group operates maitlyfdlie US with around two
deployments to South Africa per year. Beginning in 2007 PRP&s yearly increased the
size of the array by a factor of 2 with a goal of 128 element0ih2

PAPER’s copper pipe dipole antennae, amplifiers, plaspe peflector frames and
correlator are fabricated in the US and shipped to SouticAfwwhere we assemble them
into an interferometer. Throughout the past three years/¢ tead many opportunities
to work with the instrument in the field. In addition to severatings to the test array
in Green Bank, WV | was a key member of two of the past four dgplents to South
Africa. In October 2009 | was first on site to break ground amknthe assembly and
deployment effort for the first 16 dipoles. | led the effortdalibrate the positions of
the elements using precision GPS surveying equipment alddphienary responsibility
for array position configuration. As a member of a three petsam | worked a second
deployment in May 2010 to commission the now 32 element aaray make the first
observations.

During this time it was common for more data to be produced titauld be analyzed
in detail. This thesis goes some small way to rectifying #iigation by providing both
an image and power spectrum analysis of the two problems likebt to affect an EoR
detection: foregrounds and sensitivity.

The foregrounds are addressed by imaging the sky and ertyactatalog. To show
that this is the output of a stable instrument, | compare #talog fluxes and positions
to those previously recorded and find a reasonable match.oiNgtdid this prove the
instrument was more stable than was previously thoughtsd provided the first new
measurements of many of these sources in almost 50 yeatl® protver spectrum domain
| show via simulations and real data that if foregrounds areath as expected then they
can be isolated from the region of power spectrum we woulel ttkmeasure. As part of
this | explain in more detail that the power spectrum meabhbyePAPER is almost entirely
in the spectral domain i.e. the Fourier transform of the dewy spectrum. Careful
transformation along this axis is key to foreground isolatibut unstable calibration or
poor sampling along the spectral axis can swamp the measatem

To get a better look at the calibration | brought the data artother analysis pipeline
where time dependent solutions, among other things, wessilge. To do this | worked
closely with the Nation Radio Astronomy Observatory sdsatand software engineers
and organized the effort within PAPER including setting @vesal project workshops
at the VLA operations and science center in Socorro, New btexiThe result of this
analysis was the first proof that the calibration heretofssumed to be stable, actually
was. As an additional validation of this pipeline | also getted several images of interest
to observers.

With the foreground properties, necessary stability anecspl domain techniques
established | then turned to the sensitivity in the powecspen domain. To achieve the
necessary sensitivity level, two things are required.tfirs measurement noise must be
at the predicted level and second this noise must integtabdysdown over the course
of many nights of observing. The system temperature isypageused by the Galaxy,
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and thus has a spectral slope and is time variable. In additie variance in the cross-
correlations is not necessarily proportional to the systemmperature. Indeed this turned
out to be the case for the upper half of the band. | do not the@bout this discovery;
more investigation is warranted. It is sufficient to say ihatight be indicative of a kind
of noise that does not integrate down as thermal noise.

For this reason | explore the ability of just a single baselin integrate down as it
should. With only rudimentary data processing the noisegirsites down with some re-
maining residual. Though, If we hope to integrate for 100esnonger more work is left
to be done in identifying the limiting factors.. There ar@egh hints and approximations
made that this can probably be achieved in the current dataibunew and better data
coming soon from the latest 64 antenna deployment our fodusast likely shift in that
direction.

This catalog and the work published in this thesis is the éingt possibly last look at
32 antenna PAPER data. It is a snapshot in time of the propgthaare glimpse into a
project moving quickly towards its goal. Hopefully it wilbgsome small way to providing
the interested observer a better idea of where we are, tmeigef the data and maybe
some hints about where we are going.

Danny Jacobs
Philadelphia, PA
2011
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Chapter 1

The Epoch of Reionization

1.1 Inthebeginning...

The story of the Epoch of Reionization begins, as all stariast, with the Big Bang. Here
was the beginning of time as we know it; a universe filled withious amounts of ionized
Hydrogen (and Helium) plasma, black body photons and hugébted quantum density
fluctuations. All of which were extremely hot and embeddedrirexpanding space-time.
At these temperatures and densities the Hydrogen plasmiswaermal equilibrium with
the photons; the free electrons scattered the photons makixce opaque. Time passed
and the Universe cooled. After about 300,000 years the nuoflEhotons above 13.6eV
drops below the number of baryons and Hydrogen began toreapiectrons. The plasma
was neutralized and photons were free to proceed a few ohwiece eventually observed
by us as the Cosmic Microwave Background (CMB; Loeb & Barkg@@01).

Freed of its connection to photons, the Hydrogen (HI) putdteeown gravitational
interests. Density fluctuations began to slowly accreteiggasvhat would eventually be
clusters of galaxies. At the same time the hydrogen begaadiate, including a very long
lived transition emitting photons 21cm long, which unfordtely appear to us, redshifted
as they are by intervening spacetime expansion, to havenifeasonable wavelength of
230 meters. Atthese wavelengths the ionosphere is comptgtaque, the IGM is in free-
free absorption and above redshift of 150 the HI emissionvssible against the CMB.
Save these few radio waves and other similar atomic linesadiation is thought to have
been generated for the next 500 million years until the lmfttine first stars.

Thus began the time period known colloquially as the DarksAghich was ended by
an enlightenment of stars and AGN beginning around a redsh#0, lasted around 700
million years and eventually resulted in the complete Riization of Hydrogen.

But of course the Dark Ages were not dark. By redshift 20, theeoved HI wavelength
is only 4 meters, a challenging but not impossible obsermatHere we will explore the

IRedshift ¢) is the inverse of the expanding Universe’s scale factor(1/a) where a goes from zero
at the Big Bang to 1 now, which can be directly measured by pipagent stretch of a photon’s wavelength
(z=X o —-1)



global evolution during the beginning of the end for HI. Wdl\iind that the stars drive
the HI to have a distinct global spectrum ending in an EpocReibnization (EoR). We
know HI is currently ionized but models give a range of reftshat which reionization
could have reached 50%. Establishing the redshift at whietuniverse is 50% ionized
(zreion) 1S @ goal of current EOR experiments (Furlanetto et al. 6200orales & Wyithe,
2010).

Constrainingz,.;,, could answer many questions about the origin of stars, geax
and massive black holes. Is a hierarchical model of galaypdtion correct? How does
feedback affect star formation? What kind of fossils migdthain today? Many of these
guestions can be constrained by single observaileen did the IGM re-ionize?

1.2 Observingthe EoR

Evidence from absorption of quasars and the CMB indicatatsttie EOR most likely oc-
curred between redshifts 6 and 14 (Furlanetto et al., 2086 ;e al., 2006), but even this
broad limit assumes a fairly simple "instantaneous” modehe transition. The Gunn-
Peterson troughs caused byaLgibsorption of quasar spectra provide a sound lower limit
of z ~ 6. However the Ly line quickly saturates at relatively small neutral frangdqFan
et al., 2006). This effective limit in redshift space is caupded by the lack of decent
statistics; we are limited in the number of pierce pointshm number of known quasars
at high redshift. Most recently observations of quasar ULAIR001.48+064124.3 at
z=7.085 {,; = 175MHz) have been found to be consistent with a neutral fractibn
0.1 or greater (Mortlock et al., 2011).

In concert with other cosmological measurements, poldrifgompson scattering of
the CMB provide an optical depth of free electrons, a meastithe age of our ionized
IGM. The measure is consistent with a instantaneous readion process sometime be-
tween9 < z < 14 or a gradual, multi-stage process with a first stag2at = < 17 and
a second near =~ 7. Like the quasar and other absorption estimates the bestraon
provided by the CMB is on the end of re-ionization. Instaetaus ionization at = 6 has
been ruled out to 99.9% confidence level (Dunkley et al., 2009

Galaxy surveys, particularly with the Hubble Space Telps¢cbave begun to produce
estimates of star formation rate and photon escape fraatibigher redshifts. These few
measurements of total radiation and star formation hisabhjigh redshift are also domi-
nated by strong selection limitations and other errors ellogy their estimates of ionizing
radiation suggest that there was probably enough Lymatireanm radiation from stars
to ionize the the IGM (Robertson et al., 2010). Deeper olaEms might reduce the un-
certainty in this measurement. A good sample would requimeieh deeper survey in the
near-IR byJames Webb Space Telescope or a 30m class ground-based telescope. However
these observations cannot by themselves establish tteeastdhe cause of reionization,
nor will they be able to easily probe higher redshifts. Galsmrveys in a universe where
gaseous Hydrogen is the dominant baryonic matter are omlyopthe story.

Unlike stars and AGN, HI 21cm is a direct probe of the re-iatian process. The spin-



flip transition radiates a very narrow-band spectral lirat #ilows precise determination
of relative velocity, which for these distances is domidalbg the Hubble flow, giving
us a precise distance measure. Because of its low optic#h,des 3D probe traces
both mass and temperature via its intensity but also prewadaigh-contrast probe of the
ionization process and has been recognized as a very pbssmtable for everything from
cosmology to galaxy formation and IGM astrophysics.

Direct detection of HI during reionization remains elusiVe-date only relatively un-
likely scenarios have been ruled out. The single antennalE®D&periment (Bowman &
Rogers, 2010) has been able to eliminate "fast” reioninatio< 0.05 at good confidence
while Paciga et al. (2011) have made GMRT observations (8gé.B) that rule out a
fairly unlikely cold reionization (described below).

In the absence of any detection of high redshift hydrogenredémaited to best guesses
from partly analytic and partly numerical simulations ttraick density, temperature and
ionization fronts. Broadly, these models agree that as mbjects radiate UV photons,
ionization regions will increase in size eventually peatiwlg through all space leaving
only small islands of neutral hydrogen in deep, galactadesgyravity wells. These models
provide atarget sensitivity for detection efforts as iliaged in Fig 1.3. Most models agree
to within a factor of 2 or,.;,, and predict a somewhat wider spread of amplitudes.

Several EoOR experiments are currently operating, inclyitie Murchison Widefield
Array (MWA,; Lonsdale et al. 2009), the Low Frequency ArrayOEAR; Rottgering et al.
2006), the Giant Metre-wave Radio Telescope (GMRT; Padigd. €2011), and the Pre-
cision Array for Probing the Epoch of Reionization (PAPERrg$®ns et al. 2010). Here
we will focus on PAPER, an experimental meter wave interfegter under construction
in South Africa.

The first detection of 21cm radiation th < z < 13 will put a date on ionization
of various size scales by constraining the power spectruplitide and redshift Bittner
& Loeb (2011). Later experiments will measure the shape efpibwer spectrum from
which we can learn about the matter and velocity distribytas well as details about the
ionization process and cosmological initial conditiongl@det al., 2007). In particular the
deviations from spherical symmetry can constrain theahgower spectrum to put limits
on inflation (Bowman et al., 2007). Imaging the spectral bignal is more challenging
yet and is forecasted to start to be possible with arraysi®zize of those currently under
construction while full 3D imaging needs 100x, a enormowsesasually referred to as a
Square Kilometer Array (SKA).

1.3 Theory

Like the CMB, much can be gleaned from the global spectrumIcddHit evolves. The
brightness temperature of the 21ch)(line depends on couplings between the population
of the two spin states
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and available energy sources. The HI emission is viewed mirast to the CMB
photon field

1 T, — T,
Tbﬁ29mK< +Z>< z oMB

and is modulated by the gas densityand the ionization fraction 5.

In the absence of energy sources like stars the temperdtthre Bll line is limited to
coupling with either the cosmological mattdi.f or photons {¢,,5). The temperatures
of these reservoirs drop as the universe expands until thie difi the first UV and Xray
sources begins to significantly heat the gas. Eventuallyctismbs to ionization.

The evolution of HI temperature has been analytically datedl by Pritchard & Loeb
(2008) as shown in Figure 1.1. After recombinatian~ 1100) there were enough free
electrons left over to couple the gas to the CMB photdns=£ T¢,,5) but by z ~ 300
these were absorbed by the increasingly cool gas. At thlg gare the matter density
is still high enough to collisionally couple the spin stabethe gas kinetic temperature
(which is colder than the CMB by a factor of + z) ') paradoxically putting the line into
absorption with the CMBT, ~ Ty < Toag). Eventually, probably around ~ 70, the
gas became too rarified to collisionally couple and the HI afase again dominated by
the black body CMB photong | = Ty ).

This state of things continued until the very first stars Inetgaradiate £ ~ 20 — 30).
First the X-Rays and then UV photons from these early objeatsp the 21cm transition
via the Wouthuysen Field Effect (WFE) into states that areensensitive to the gas tem-
perature which for a time means returning to the cooler gapéeature [, = T,,). As
time progresses the growing number of radiation sourcegsdhe gas temperature into
the emission regimé&, > T, before finally beginning the ionization process where
the ionization fraction quickly grows to unity and the ditfatial brightness temperature
quickly drops to zero. Note that If the heating is so fast thatgas transitions nearly
instantaneously from cold to ionized (so-called "cold remation”) the amplitude of the
differential brightness will be much larger (100mK of aligown instead of 30mK of emis-
sion). This is the scenario probably ruled out by Paciga.€fall1).

Figure 1.1 depicts this global history for various modelsstzr formation. Driven
primarily by relatively simple cosmological scale physitise early portions are fairly
well constrained by current cosmology. The various mod®id to agree. However there
is a wide range of reionization end-points(,,,). As we can see from the variety of end-
points, measurement of the end of reionization would pmvit strongest constraint on
these models.

The emission causing the heating and ionization is thougbétemitted by both stars
and quasars. Low mass stars provide abundant but soft gpett¥ while quasars are
rare but hard sources capable of faster rates of ionizakach class of ionizing sources



traces out its own history in a poorly understood relatigmstith the underlying dark
and baryonic matter. Star formation depends on the abuedahmetals in the early
IGM as well as the thermal-kinetic flows of matter into andusrd dense regions. Quasar
formation depends on the formation and evolution of madslizek holes. These multiple
interacting timelines act together to drive the temperatund ionization state of each point
in the IGM through through the phase transition at,,.

While the higher redshift global spectrum is simpler to peedhe later period of re-
ionization is richer in information for the same reason thistdifficult to model. The EoR
band is also the highest redshift that can be observed fregrttund where the ionosphere
is still transparent and Radio Frequency Interference \R&h be avoided be observing
from a remote location. Despite these relative advantagas/rdifficulties must still be
overcome, beginning with an initial detection of high reiétdHI.

Early EoR experiments do not have the sensitivity to detedinage localized HI
emission but must combine observations of multiple reginttsa single measurement of
the emission power spectrum. The first generation of thegeraxrents is further limited
to providing constraints on portions of this power spectrionexample by looking for a
peak in HI variance predicted to occur as re-ionizationtmeadhe halfway point (Bittner
& Loeb, 2011).

Generically speaking the power spectrum of a re-ionizatiaalel tells a simple story.
A simulation by Matt McQuinn (Figure 1.2; McQuinn personahtmunication, 2010)
that includes evolution, tells the story. Before ionizatimegins the power spectrum is
simply the average temperature times the density. A powediatribution, increasing
toward smaller scales. lonization begins with small bublideming around, rare massive
objects, adding power at largevhich will percolate to larger scales as the bubbles expand.
By the time ionization fraction reaches 50% most ionizatiegions will overlap and the
variance will peak. After the halfway point the IGM will bex@ a series of shrinking Hl
islands in a sea of HIl. As they shrink power will move backnuedler scales but with an
increasingly diminishing average level.

To put limits on the set of possible re-ionization historath these early observations
we must have in hand models suitable for comparison to meammnt that sample a wide
range of possible scenarios. Sampling both in angular awpiéncy space, early experi-
ments will measure scales of 0.1 to 100 Mpc and measure hgpother spectrum evolves
over the half-billion years of first star formatio2(( > = > 6). Theoretical efforts have
focused on gross estimates with analytical methods (Loela&#&ha, 2001; Pritchard &
Loeb, 11), detailed fully numerical and semi-numerical bamations thereof.Each flavor
samples a continuum between precision and statisticalfisigmce. Relevant to our cur-
rent observations are their predictions of the evolutiothef21cm brightness temperature
power spectrum. Analytical models of the power spectruniyepsedict over all relevant
scales but are limited in their ability to constrain norelm affects such as the shape of
HIl regions or velocity perturbations. To be statisticalignificant numerical models must
span a region much larger than the largest HIl zone but haauton small enough to

2Unless noted otherwise all distances will be given in co-mgeoordinates



identify sources of radiation. Simulations that most aately solve the full hydrodynam-
ics of the IGM and propagation of the ionizing radiation apéguite currently technically
feasible on these scales (Zahn et al., 2010). Current warkdtaised on semi-numerical
methods that compromise between the twin desires of gengnaiany simulations and
increasing their accuracy (Zahn et al., 2010; Santos eR@L0; Mesinger et al., 2011)
such as the simulation by McQuinn shown in Figure 1.2. Spanaisize of 1300Mpc and
including evolution over a redshift range from 12 to 7 thimgiation represents the state
of the art and approaches the size scales measured by PAREIRYVer there is only one.
Most simulation work has focused on comparing results frofferént methods; and in
consequence have made efforts to use the same initial comsl#nd physical processes.

Of course these difficulties are moderated by the need togh@uthe scale of the lim-
ited sensitivity of early experiments. Even with the lingiteariability within simulations,
there is enough spread in possible amplitudes to make a restijhate of the possible
constraints an experiment could offer. As can be seen frgurgil.3, PAPER will have
the ability to constrain a fraction of current models.

Though exploration of different re-ionization scenarias been limited, several classes
of scenarios have emerged as coarse testable areas. Thafigided into "early” and
"late” which are hypothesized to coincide with hard spettrQuasars and softer small
cool stars, respectively. Furthermore, a Quasar domirsggtectrum would manifest as an
"outward in” percolation from rare regions in contrast taa slominated epoch of reion-
ization "inside out” transition with more regions actingrascleation sites for HIl bubble
growth(Zaldarriaga et al., 2004).

Constraints on these histories will require detection antstraint of the power spec-
trum at multiple scales and redshifts. A reasonable expentior PAPER, given existing
models, is that it will eliminate late (low-redshift) modehat predict the most power on
small scales as ionization reaches the halfway point.

1.4 High zHI observing

1.4.1 Comparisonto CMB

Our first goal, then, is detecting any emission from highhgtlsll. Ideally we’ll do this by
localizing excess power in both space (a range of k modedjraeda redshift range). The
obstacles to this detection are formidable both instruaignind observationally. Often
parallels between the CMB and EoR are drawn that perhapsagalee sense of security.
Both are global cosmological radio signals at high redshifthether one is observing
the global temperature as a function of redshift (as in Fig, density fluctuations (Fig.
1.2) or the power spectrum (Fig. 1.3) all are at a brightnessteéd by the global Hi
temperature. Since fluctuations are caused by ionizatia, amplitude is proportional
to the overall amplitude of the HI signal. In the CMB case thabgl signal was predicted
and discovered independently many years before more prevgasurements could be
done. Though many attempts were made to measure the speadttoisisignal, 25+ years



v[MHz] 500 100 50 10 5

103 |E_| LI I 1 1 1 \:Illl 1 I 1 1 1 |||| T
X102l e N
= E §

1 - ' —

0.8 — -
i 0.6 — -

0.4 — —

0.2 — —

0 -

50 -
Y OfFb—< /N .
O :
9_50 :_ —:
= - ]

—100 :_ 1 1 1 1 1 IIII 1 1 1 11 1 III 1 —:
10 100
1+z

Figure 1.1: Top panel: Global evolution of the CMB temperatutgg (dotted curve),the gas
kinetic temperatur@’x (dashed curve), and the spin temperafliggsolid curve).Middle panel:
Evolution of the gas fraction in ionized regions (solid curve) and the ionized fraction outside
these regions (due to diffuse X-rays) (dotted curve).Bottom panel: Evolution of mean 21
cm brightness temperatuf,. Each panel plots several models of star formation in satiesl
of varying thickness. Driven primarily by relatively singptosmological scale physics, the early
portions are fairly well constrained by current cosmologys we can see from the variety of
end-points in the bottom panel, the makeup of ionizatiorrcgsidriving reionization less well
understood. Measurement of the end of reionization wouwdige the strongest constraint on the
variety of star formation models included here. (via Patch& Loeb (2008))
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Figure 1.2: Here we have a radial 0°Q@Mpc)-thick slice of a 1300Mpc wide simulation of 21
cm brightness temperature of HI, accounting for evolutioinization fraction (McQuinn 2010,
personal communication). At high redshift (z = 12; 106 MHzjghtness temperature tracks gas
density. As density uctuations grow, UV photon productiompaces recombination, and regions
become ionized (white). At the end of the era (z = 7; 177 MH4y dine rarest regions have any
remaining neutral hydrogen. Large simulation volumes andinuous redshift coverage from z =
6 to z = 12 are particularly relevant to PAPER.
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Figure 1.3: A summary showing the range of various recenteispdecent measurements and
instrumental sensitivities. On the left points are givayareless of redshift, though all are actively
undergoing reionization with about 50% neutral fractioror Bimilar model parameters, various
techniques agree well. All predict that peak amplitude cgeti 50% neutral fraction, but disagree
on the exact redshift where this might occur. The Furlanettal. (2006) models are meant to
provide a range of values in both z and k but are parametriaiara and are thus not connected
chronologically. The two measurements by Paciga et al.(p@liamonds) are upper limits. The
PAPER sensitivity curve assumes a maximally redundanttgpd 128 element at = 9 (Parsons
etal., 2011). MWA and SKA sensitivity curves from Furlawoett al. (2006), their Figure 30.



elapsed between the discovery by Penzias & Wilson (1965)aecision measurement
of the black body spectrum by COBE. Operating in space, COBHRAS instrument
compared the sky temperature to a precision calibrationcean a relatively noise-free
band to measure the spectrum to one part(h In the case of the EoR neither the
signal level nor the transition band-width are well consied. EOR experiments with no
knowledge of the amplitude can not with certainty estimagea to noise ratio making the
design sensitivity a matter of guesswork. Foregroundstdeast five orders of magnitude
above the signal and RFI is epideri&inally EoR (a 3D signal which varies with time)
is fully twice as many dimensions as the 2D CMB. It fills all raaf the spectrum with
its signal leaving fewer data points with which to make anamtaminated measure of the
foregrounds. Surely the goal is worthy but the road is longger maybe than we might
expect if we are comparing to the CMB.

Given that we cannot confidently set the parameters of thererpnt with safe pre-
cision we must prosecute our search more carefully. In eoidib our ignorance of the
target amplitude we must overcome serious observatioraleciges about which we are
also ignorant. Astronomy in this frequency range is congbéid by large physical size (1
to 3 meters), the wide field of view that comes from using sroladlap elements and the
large number of elements necessary to achieve the regsisiggtivity. These telescopes
must correlate thousands of channels over hundreds of etep@edifficult technical chal-
lenge. The large Field of View (FoV) and100% fractional bandwidth strain or break
many of the interferometrists simplifying assumptions.t ¥ee instrument must be ex-
ceptionally precise to distinguish between EoR and 100tD06s brighter foregrounds.
Confirmation of EoR fluctuations will require exquisite urstanding of both instrumental
and foreground effects. This suggests that a careful pnogfesky model and instrument
improvement are essential elements of a path to detection.

1.4.2 TheFourier Domain
| nter ferometric measurement

An interferometer measures the correlation between tlutrigldéields measured by a pair
of antennae separated by distancel@seline) vectorb. On a quiet night, these electric
fields are dominated by astronomical radiatidh from directions, the wavefronts pro-

ceeding regularly across the array. In the limit of parallaVefronts from a single distant
source the correlation is given by the field power multiplgdhe complex phase rotation

the wave undergoes as it propagates the additional geendédtance { - b) between the
two antennae and; (See Fig 1.4.

‘/2] — I(é, V)€—2ﬂi§-gu/c (11)

3The observation that EoR is might be a more difficult obsémwahan the CMB was originally made
by Furlanetto et. al. in their 2006 review.
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Figure 1.4: An interferometer correlates signals betwe&endntennae (Eq. 1.1). The delay in
arrival time between wavefronts corresponds with a peakeénspectral Fourier transform "delay
space”. Segb5.2.
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Of course the sky is full of sources, both continuous andrdiscso we must integrate over
the entire sky to find the total correlated power.

Vij = /I(é, V) exp [—2im§ - gy/c]dQ (1.2)

The baseline is often written in wavelengtits= b/ = (u, v, w), and the sky vector in
cosiness = (I, m,v/1 — 12 — m?) wherel = cos(¢) cos(f) andm = sin(¢) cos(0) if § and

¢ are elevation and azimuth, respectively. Another way df@amg the correlation phase
is that it is the geometric delay, the extra travel time, eigmeed by the light between the
two antennaej = 3 - b/c

Vij = /I(l, m,v)exp [—2im(ul +vm + wv'1 =12 —m?)|dldm/v1 — 12 —m? (1.3)

Wherel is the intensity at sky position cosingsn andu, v, w are the relative coordinates
of the two antennaé andj, measured in wavelengths. These are the coordinates in the
frame of the sky, and thus rotate with the earth once evegraad day. The integral is the
sum of the correlated electric fields from all points on thg wkere the field due to each
point on the sky has a different geometric defay: (s - @).

At the moment of correlation the electric field has been afiepliby each antenna
differently. Each antenna has an overall amplitude cdiitia: () which changes counts
to volts, and also has a relative phage). This phase is dominated by an electrical delay
d; a phase changing linearly with frequengy=€ dv).

gi(v) = a(u)ei‘z’(”) ~ a(v)e' (1.4)

Finally, the antenna has its beam pattern, a direction dbp#rgainA(s, ) to go inside
the integral, which we will assume to be similar for each ante Combining all of these
we get a complete relation between the sky and the outpueadhtbrferometer.

) 6[—2i7r(ul+vm+w\/1—l2—m2)}
Vo = gigj/A (), ) e e (1.5)

commonly referred to as the "visibility”.

Given a model or measurements of the sky, beam, and basetiters we can integrate
the right hand side, to get a model visibility* which is related via complex gains to the
observed visibility and can be written as a matrix equation,

Ve = GV"G (1.6)

Where the rows and columns ®f; are the antenna correlations, while the diagonal ele-
ments ofG are the gains. From here there are a variety of methods biaftar producing
the modelV™ and solving forG. This is necessarily an iterative process, where increas-
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Figure 1.5: For a flat array, the component is instantaneously zero and over a longer pefiod o
time is approximately zero. This period of time we refer tdhas”snap-shot” which for PAPER is
about 10 minutes. For illustrative reasons we have exaggkthe angles by a factor of 10.

ingly accurate knowledge of the sky is traded for a bettem galution.

As we will see, with certain simplifying assumptions measgithe correlation of the
sky gives us access to both the flux distribution and the pepectrum with only a Fourier
transform along the appropriate axes. Next we will quickdglere these approximations,
use the results to relate the theoretical power spectrunuiton@asurement and finally
estimate the necessary sensitivity level and the stalbddyired to meet it.

To the power spectrum

Even without the complication of instrumental calibratitime peculiar quantity measured
by the interferometer itself is, at first glance, of limiteseu The complicated interaction
of the round sky, the flat array, and the change in effectigeli@e length with time and
frequency makes deconvolution btroublesome. However, a careful examination of the
magnitude of the terms in the baseline vector, sky diredimtrproducts - « allows us to
make several simplifying approximations.

First, consider the output of our transit interferometexciEsample measures a slightly
different pointings(t) but we would like to image or compute power spectra with many
samples toward a common pointikg To do this we can rotate to a coordinate system of
the sky, where the the pointing stays the same but the artateso

§(t) @ = (30 + 68) - W(t) (1.7)

Our array is laid out on a uniform graded surface and is apprately flat. Whers(t) = s,
the w or vertical component of the baseline vector is zero. Afteseconds thev term
has increased byos(d) sin(dtwg ). At the north pole { = 90°) w is always zero. As an
extreme example consider a 300 meter East-West baselmengkimum length possible
with PAPER) on the equator (see Fig. 1.5. Neglectinguthierm as the pointing rotates
through~ 3% of the PAPER field of view, over 10 minutes, we incur a 4% emaour
estimate of the phase.
Thus in this "snapshot” mode we are free to deopmaking the "flat-array” approxi-
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mation
v, = / A2(1,m) VT = = 2 1(1, m) exp [~2im(ul + vm)]didm  (L.8)

Looking ahead at our antenna beam pattern (Fig. 2.3), wehs¢¢hie beam width of
4(ris much less than the size of the sky, thé — (> — m? component. In other words we
may approximate that

A%(1,m)
VI-C—m?
which at 20amounts to an error of 4% and is known as the "flat sky” appraxiom.
Together these two approximations have linearized our ureagent equation

A2(1,m) ~ (1.9)

Vij = /A(l, m)I(l,m)exp [—2im(ul +vm)]dldm (1.10)

which is now directly measuring the 2D Fourier transformhaf §ky. The image of the
apparent skyl x I is just a Fourier transform away! Of course we aren'’t integ$n the
image. We want the full three dimensional Fourier transfonmere the spectral domain
gives us distance via the Hubble relation. Returning to ataton from Equation 1.2

Vij = /AQ(Z, m)I(l,m,v)exp [—2in(byl + bym)v/c|dldm (1.11)

Thewvr are coordinates the space defined by the Fourier sky plaraded in the red-
shift direction. Theuv coordinates are frequency dependent; a single crosskaiiore
spectrum (baseline) samplesr space at a radial slant. Strictly this would mean that a
baseline does not exactly lie "along” the line of sightode §), however itis close. The
largest range over which evolution could be consideredcsaathese redshifts is usually
assumed (Furlanetto et al., 2006; Morales & Wyithe, 201d)e@boutdz 1/2 or 6 to 8
MHz. Assuming the worst case of 8MHz of bandwidth at 110 MHgeled on our 300
meter baseline ignoring the wavelength dependence of &tmasength incurs a 7% error
in the phase, somewhat larger than but reasonably comnaasuth the flat-sky approx-
imation. Ignoring the frequency dependence of a baselinetisignificantly different than
making the usual flat-sky approximating. Thus, as we ilatstm Fig. 1.7, we may extend
our approximation to the dimension.

Using this "Flat Space” approximation we set the frequenegehdent baselink/
to have its mean valugé = EVO. We are now able to take the Fourier transform in the
frequency direction

V(u,v,n)i; = //](l, m, v) exp [—2imvn|dv exp [—2milu + mv]dldm (1.12)

Over a narrow bandwidth this gives us a single line of sigktsk through the 3D power
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spectrunt. Substituting the measured units v, ) for the physical wavenumber vector
k = (k., k), converting to temperature units and squaring we find tregioel between
power spectrum and

- 2kp\* V 4 -
Vi~ (52 sy PUE) 113

Where (2;“—2‘3)2 converts from Kelvins to Janskys, X and Y convert angle aeduency

to distance, and V specifies the volume (Mpmtegrated to geﬂ3(/§). In the case of
our observation this is proportional to the volume of spawded by the product of field

of view Q and bandwidthB. Here we convert to cosmological coordinates using the
approximate relation used by Furlanetto et al. (2006) whidonsistent with the WMAP5
cosmological parameters (Dunkley et al., 2009)

1 02 M
Xr19(2) 2P (1.14)
10 arcmin
142 Q,,h? ~3 Mpc
Y ~1 1.15
7( 10 ) (015) MHz’ (1.15)
where for(?,, = 0.26 the volume conversion becomes
1+ 2\" h=3 Mpc?
X2%Y ~ 54 1.1
540 < 10 ) sr - Hz (1.16)

. The power spectrum quantity most commonly computed byrisisds the total power
in a radially logarithmic bin of a symmetric power densRYk;)
~ k3 ~ o
A*(k) = —P(k) (1.17)

272

Switching to this representation, our power spectrum b&som

. 2kg > om?
i~ (32) oy B0 (1.18)
A?(k) could be any of the many recent predictions, including thaiseve. As noted
above, there is still some disagreement among models oflitra power spectrum owing
to uncertainties about the timing of reionization and tlmergjth of star formation. Given
this uncertainty we won't belabor the selection of a predicbeyond the fact that all are
in rough agreement with (at most) 10mK of powerkat- 0.1Mpc™! occurring at some
redshift between 7 and 11. Most importantly it provides a wayelate the noise in a
visibility V to the power spectrum noise leu&¥,.

4Portions of this section are submitted as Parsons et al1j201
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Figure 1.6: The observed power spectrum is composed of toagonents as shown in this
approximate illustration of an ideal power spectrum noigeve. Smooth spectrum components
will occur at fractional delays ofid;| < 1 and be attenuated by an approximately gaussian beam
of width 40°. Here we assume a uniform distribution of sources over aeraridgluxes that are
attenuated by the primary beam. At highewhite noise will increase geometrically &3 with

the optimum detection point at the intersection of the twbug as baseline length| decreases
the noise floor drops as|3.The relative amplitudes in this plot are approximate amdllfgstration
purposes only. While the EoR power spectrum makes the mosesn a narrow bandwidth, the
foregrounds are most effectively filtered on a much widerdvadth (see Fig. 1.7) angb.2 for
details.

16



1.4.3 Noise Power Spectrum

An interferometer with field of view? will have a noise componemty with amplitude

2k
|V(V)ij,N| = ()\_2]3) TN,rmsQ (119)

integrating over bandwidth to get the delay spectrum judsadbandwidth term

- 2k
V(n)ijn = (T?B) T s B (1.20)
Tn s 1S the temperature after integrating over bandwiithimet, and two polarizations
Tnims = Tsys/2Bt. Combining Egs 1.20 and 1.18 we arrive at an estimate of theeno
contribution to the power spectrufor a single baseline

E Q

2 ~ Y2y v R
AX (k) ~ XPY o5 2 T3 (1.21)

1.44 SNR

The sensitivity of the entire array depends on the sensitdfia single baseline, the num-
ber of independent samples of edgcimode (oruv pixel) and the number of modes sam-
pled. Here we derive the sensitivity of single baseline aatdte the net sensitivity given
the PAPER configuration found in a recent study to have thbesgSNR on a singlé
mode (Parsons et al., 2011).

To calculate the sensitivity given in Eq. 1.21 we need onliyreste the total integration
time for a single baseline measuring a singlmode. Sampling an angular sizg/u| our
baseline will observe a fractiory |u|/+/Q of the sky in one earth rotation, for a coher-
ence time ofg, /|u|v/Q. For a fiducial baseline of 20 wavelengths (133ns) this spwads
to about 10 minutes, during which time we may average visigmslbefore squaring them
which after 120 nights will reach:

A%(k)%2.8x1o4{ k ]3l 0 ]3

0.1h Mpc™| 0.76 s
2 —
" Tiys 120 days] [d] mK?, (1.22)
500 K tdays 20

A sensitivity giving us an SNR of (at best) 10~2. Naively this means we would need
100 more baselines all measuring the salmmode to reach SNR 1. Of course our
interferometer measure$(/N — 1)/2 baselines, which in general might be independent
k modes. If this is the only baseline sampling this particilanode our only further
option is to average thaguares of the power on otheks of the same length but different
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Figure 1.7: A single baseline at frequeneysamples a basline of length| corresponding to the
k, component of the 3D wavemode vector. Tholighincreases with frequency the change over
a small, evolution-free or "co-temporal” redshift rangesmall and can be ignored. Over wide
bandwidths where foreground sources are spectrally sntbetRourier transform in the frequency
dimension is close to a delta function in "delay” space.
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angle. As was pointed out by Halverson (2002), in the limievehwe do not achieve an
SNR> 1 on each mode, our noise will only decreasd;éi;ii% as we average independent
ks whereas the noise in power spectra witN R > 1 samples will average as 1/N. Thus
it is in our best interest to get as close as possible to tliatmeasurements péFmode
number before combining power on differdrst

To do this with a limited number of antennae we must selectreay dhat maximizes
the number of similar baselines. After comparing the redumcg of several configura-
tions, Parsons et al. (2011) selected a grid of 11 columnaratgd by 20 wavelengths
(10m @150MHz) having 12 densely packed rows. This configamagiven the above
single baseline sensitivity, will achieve a theoreticatstivity of A% (k) ~ 33mK? at
k = 0.1hMpc~' or an SNR of~ 3. In summary: For each baseline we must be able
to average the same 10 minutes of sky for 120 days decreasiffj the entire way to
~ 1/N = 5 x 107°, or ~ 45dB. In Chapter 5 we will test PAPER'’s ability to inte-
grate asl/N and examine the importance of various instrumental effastsour ability
to ameliorate these problems in post-processing. An iategr this deep is challenging,
particularly with a relatively simple instrument, howevas we've seen in our derivation
of the power spectrum sensitivity, the geometrically flatuna of the EoOR power spec-
trum means that the most sensitive part of the power spedsaiso the closest to the
foregrounds which also merit careful study.

1.4.5 Foreground Power Spectrum

Noticing that noise drops steeply withwe might be forgiven for looking at Fig. 1.3
and assuming that the most sensitive part of the power gpactrat the very lowests.
But this assumption is only valid in the absence of foregdsunConsider the relative
dimensions of thé:s sampled by the interferometer as shown in Figure 1.8. Iridje
SNR array postulated above that focuses only aifewpixels we are almost by definition
samplingk; exclusively. To first order we may identify with the  Fourier co-domain
frequency withk, acting as a constant offset. Thus we are concerned almdsisesaty
with the spectral behavior of foregrounds.

Galactic and extragalactic radio sources in the foregraradalmost exclusively due
to synchrotron radiation which is by nature spectrally sth@md therefor brightest at low
k. They also span a bandwidth much wider than our EoR bandlussriited in Figure 1.7
and described i§5.2 the "Flat Space” approximation (Eq. 1.12) does not apBigther
than fight it we may use the linear dependence of the phaseeqnéncy. The Fourier
transform of a smooth point source in the frequency diredsmearly a delta function in
7 space at delays corresponding to the geometric délay s - E/C which is geometri-
cally limited to the physical length of the baseline; thactional delay is less than unity
(lds|/]b]/c < 1). Naturally the foregrounds are not perfectly flat nor is B@dwidth
infinite so in practice the width of a source in delay spacedsdased somewhat. These
practical questions are addressed briefl§5r2 via some simple simulations and carefully
constructed Fourier transforms but for now it is sufficienhote that foregrounds occupy
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Figure 1.8: The dimensions of the power spectrum sampledABER. As we see from the
schematic by Morales & Wyithe (2010) (left), baseline lédnghd field of view set the ultimate
limits on k£, while bandwidth (limited by evolution) and frequency regan set the limits ork;.
On the right we see that for PAPER these limits (vertical blimes) sample mostly in the line-
of-sightk direction. The highly redundant, high SNR array measuresvan narrower range of
baselines (vertical grey lines) and almost by definition glas¥; exclusively.
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a range of: that could theoretically drop off very steeply going to hegh.

Finally we have a clear picture of the power spectrum plafielg. The foregrounds
dominate the low delay modes of power spectrum but shoudgriltbeyond a fractional
delay of 1, while the steep® (1®) dependence of the noise takes over at high delays.
The minimum in the sum of these two terms (shown in Fig 1.6héadrea of optimum
sensitivity. As baseline lengtl| decreases the noise floor drops|/id$. As we can see
in Fig 1.3 EoR power does decrease with decreasihgt at a much slower rate than our
noise. Therefor we should choose as short of baselines abf@t achieve a minimum
floor and maximum SNR. This sharp dependence of the foregrtmaation in delay also
highlights possible problem areas. The Fourier transfardetay space must be carefully
done to maximize dynamic range and delay calibrati@n2) and determination of the
zero point, must be precise and staljié)(

In this way we have a very simple and mostly correct estimateeo3D power spec-
trum. Several features of this method make it particuladiable in these early experi-
ments. Firstly, we can observe and understand the instraireamd foreground affects at
the single baseline level. As an experimental telescopeEIRARB constantly recommis-
sioning new hardware and increasing the complexity of te&riment. New errors both
digital and analog must be identified and flagged at manydeB#ing able to flag based
on the power spectra of single baselines is a powerful toetoBd, it opens up a better
way to filter foregrounds.

The most promising approach to removing foregrounds is ¢ntifly and subtract a
smooth spectral component. A standard technique used anageontinuum from spec-
tral line observations. As foregrounds are assumed to bevide-bandwidth and smooth,
we should characterize and subtract them over as wide a hdimdags possible before we
compute power spectra in the much smaller redshift rangedRieg foregrounds while
leaving enough signal to make a detection has been shown pogsble in simulation
(Morales, 2005; Bowman et al., 2008; Morales & Wyithe, 20a8) was the principle
technique in a recent detection attempt (Paciga et al.,)20hlall of these efforts, ob-
servations are calibrated and then gridded onte:acube before the smooth component
was removed. As we've seen, each baseline describes acstamgling path through this
space which is small over EoR bandwidths but is large oveetitiee redshift range of in-
terest and thus will span mamy samples. In some cases the size the array is chosen such
that the density ofiv plane samples is high enough that gaps are minimized. Witima ¢
pletely sampledivr cube one may simply fit and subtract a smooth model. Howeir th
means that a single spectrum in the cube will be the combination of many different
baselines each with a slightly different calibration aneldlccasional gap in coverage.The
net effect of this process is that the number of samples amddtibration accuracy will
vary along the frequency axis. This variability will incesathe error in fitting the smooth
foreground component. Errors which will propagate in turtoithe power spectrum and
our EoR detection. By considering each baseline withouldyng we can more carefully
characterize and eliminate foregrounds.
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1.4.6 Foreground Observations

As observed ir1.4.5 the (hopefully) smooth foregrounds are well isolaetbw £ by
carefully constructed delay transforms as in Fig. 1.3 algwus to filter on wide band-
width before zooming in on a narrow EoR band. However, muataias unknown about
the sky at 2 meters. The extreme brightness (greater thasesoof magnitude in the best
case) puts tough requirements on instrumental and filteamymirange while unexpected
power at hight or unstable delay calibration can easily contaminate theepgpectrum.

The brightest foregrounds also serve as calibrators. f@dilim is thought by some
to be the most important element of an EoR experiment (Datsh ,€2009). Under the
right circumstances, subtraction of a point source withmaoiirect gain model could scat-
ter power to high k, (Datta et al., 2010) though the precisieaded is still the subject
of much debate. The effect has been minimally explored thasi@ccasionally worried
about (Morales & Wyithe, 2010). In all cases these treatmieate focused on "frequency
dependent sidelobes” an effect that comes from griddingem ¢~ domain before remov-
ing foregrounds rather than in the delay domain ($kd.2 and5.2) where electromag-
netic linearity is embraced rather than fought. Regardié¢ssethod most simulations of
foreground removal assume perfectly calibrated data dwlight sources removed to the
few mJy level (Bowman et al., 2008; Jeli€ et al., 2008).

Another reason to refine the calibration is to reduce ermrsi¢asurement caused
not by errant signal but incorrect estimation of complexhgatroducing a ’calibration
noise’, the magnitude of which depends on the stability ef ittstrument. Calibration
noise is the ultimate limiting factor, and has been recagphers such by eg Furlanetto et al.
(2006) by way of recognizing a fundamental upper limit on plessible integration time
beyond which small drifts and instabilities make any inseei precision, via integration,
impossible.

Other elements of unknown relative significance includeappétion and RFI. Mea-
surements of polarized foregrounds with Westerbork havealed evidence for a com-
plex, frequency dependent polarized signal arising froeititerplay of Faraday rotating
plasmas, and polarized galactic and extragalactic enrmigd@Bruyn et al., 2009; Bernardi
et al., 2010). Should this rapidly and non-linearly rotgtgolarization leak into the stokes
l, there is a possibility of several mK of highspectral variation (Jeli¢ et al., 2010), though
the contribution to the power spectrum itself has not begroegd. Having both narrow
bandwidth and unpredictable manifestation, RFI represargreat threat to redshift do-
main power spectra. RFI at the remote South African and Wegtestralian sites is
quite low, with interference from satellites and airplabegg the most common element.
However the RFI levels at the levels required to achieve misisieity have not been
measured. Existing RFI surveys have a sensitivity floee @)0d B F[W/m?/H z] (108Jy
) or about a million times brighter than most foreground sear(Furlanetto et al., 2006;
of South Africa, 2005).

For all of these reasons we wish to arrive at an accurate nafdéle sky: first to
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calibrate and then to discriminate from EoR. Chapteisznother step towards this goal.
In §3.2 we describe existing measurements and examine thativeeimerits. §3.3 then
introduces a new Southern hemisphere catalog at 150MHzszs\adal by PAPER. Many
of these sources have yet to be measured in this band andemilbéd extensively by
PAPER and other EOR experiments to improve sky models artaraabn.

1.5 Conclusion

As the SNR calculation clearly demonstrates, even unddydbeof circumstances PAPER
(and EoR experiments in general) has a challenging deteatiead. Some of the issues
that could arise have been mentioned already: noise so(ggegsys, calibration, rfi),
cross-talk, unknown spectral foreground features, unkngpectral features in the beam
or the just plain unknown. We are attempting to measure anee of 10mK on top of
a noise of 500K, a dynamic range of at least a million very elmsforegrounds that are
another10°® brighter than the noise. We are digging deeper than everdefod should
therefore expect the unexpected.

In this work we address one broad question: Is the instrurstaiie enough for an
integration this long? By asking three related questions:

1. Does PAPER reliably measure the sky with little calibration? This is key to
assessing our ability to isolate foregrounds in delay spatalso validates the in-
strument and the data pipeline to zeroth order. In Chaptex @s& a small amount of
data (two nights) to image the entire southern sky, consé&reatalog, and compare
our flux measurements with past data.

2. Isthecalibration assumed to be stable, actually stable? In Chapter 4 we answer
this question by building the foundation for an alternateagbépeline capable of time
and frequency dependent calibration. We demonstrate pedipe by calibrating 11
nights of observation of a singfemode, showing that it is stable. We also note the
ancillary benefits of this second toolbox by imaging seveggions including the
field most suitable for EOR and the spectacular Centaurugd® igalaxy. Finally
we use this calibration to compute the system temperature@mpare with a likely
model.

3. Aretheproperties of the instrument noise and stability such that we can reach
our desired single baseline sensitivity? In Chapter 5 we test whether our 11 nights
of data integrate ak//NV on a singlek mode.

By cataloging our early imaging results, we find that everegia crude calibration and
imaging process we do an adequate (as good as past measis)gotemeasuring broad-
band source fluxes. We even produced a new catalog of the avofitdquency measure-
ments in the southern sky in the bargain. Furthermore, thigl@ms that limit our accuracy

563.3 is an expanded version of Jacobs et al. (2011).
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appear to be primarily related to the limitations of the datacessing not the instrument
itself.

The ability of the instrument to integrate to the necessawgll while not directly
confirmed (due to lack of data) is consistent with the avéglaata. We show, for the first
time, that the system temperature agrees with models ahd thagle baseline integrates
down as expected.
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Chapter 2
PAPER

2.1 Design

Many of the problems thought to confound 21cm EoOR detectimh measurement are
still unexplored. PAPER is an experimental interferométalt with the intention of ap-
proaching these problems carefully. Beginning as a set gbdlek in a Green Bank, WV
field, it has steadily grown over four years to a 32 elemerayaim South Africa, soon to
increase to 128. Prior to this work a series of commissionlggrvations of an 8 antenna
configuration in Green Bank were documented by Parsons @Ml0), hereafter PGBS.

In Figure 2.2 we see a block diagram of the intentionally $eripaper clips and a
correlator” design. Crossed dipoles are mounted in magctarossed-trough” ground
screens (see Fig. 2.1). Crossed dipole antennae are sa&edwietween aluminum disks
that act as a sleeve to broaden the frequency response ta@pam 200MHz and a beam
that is about 40wide at the half-power point and has its first null directech@st 180
degrees from zenith. A detailed model has been construsied icomputer simulation
technology” (CST) electromagnetic modeling software Wwhiccludes the sleeve, reflector
and ground plane (See Fig.2.3) and is used where necesdary work.

Directly attached to the antenna is an "active-balun” wipobvides 60dB of gain be-
fore the unbalanced signal is transmitted over non-burgakial cable to a central RFI
tight container. Inside the container the signal is amuligain, and filtered to the de-
sired bandwidth. The resulting signal is digitized at 100MHRourier transformed by an
IBOB! Field Programmable Gate Array (FPGA)-based "F-engine” disttibuted over a
commercial ethernet switch to a grid of FPGAs in the staridacdiROACH platform for
cross-multiplication in an "X-engine”.

Keeping the system low cost while simple to use and calidtagebeen the focus of
early design iterations. Single dipoles are used (in pldae ghased array) to keep the
frequency and sky variability of the primary beam to a minimurhe pre-amplifiers also
act as baluns to low-cost unbalanced tv coax transmissi@s.liThe second stage only

interconnect Break-Out Board
2Reconfigurable Open Architecture Computing Hardware
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Figure 2.1: A PAPER station is designed to be very wide baddwand field-of-view. The crossed-
dipoles are sandwiched between steel plates that act asefreg broadening sleeves, while the
trough reflectors limit sensitivity at low elevations wititantroducing nulls (see Fig. 2.3). Within
the mast is an "active” balun which provides 60dB of amplifima as well as a match to the
commercial 750hm coax which is left un-buried to allow fanpie repositioning of elements.
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1. Dual polarization receiving element, 9.
2. linear crossed broadband dipole,

3. amplifying balun, 10.
4. square trough reflector, 11.
5. TV coax cable (above ground), 12.
6. filter and amplifier, 13.
7.

(ADC)
8. IBOB Fourier Transform Engine,

Quad - Analog to Digital Converter 14.

10Ge ethernet switch performing
“few-to-many, N to N2 operation”

ROACH cross-multiply engine,
RFI tight 40’ container,

RAID storage,

Data receiving server,
Visualization,

Figure 2.2: An overview schematic of PAPER, a reconfiguratleferometric array of dipoles
operating between 100 and 200 MHz. Signals are receivedaga humber of stations (32 in
2010, 128 in 2012) and correlated by a reconfigurable FPGsedbaorrelator that uses commer-
cially available network switches in place of a custom b#amke and is easily scalable to take
advantage of faster hardware to correlate more channelstenr@ae. Using this approach PAPER
has deployed a new correaltor, arguably on of th emost diffagpects of radio interferometer
construction, once a year for three years in a row with eashsystem correlating twice as many

inputs as the previous.
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filters and amplifies; analog-to-digital conversion is dah¢éhe baseband. The correlator
is implemented on a standardized FPGA platform developettédyn members in col-
laboration with other astronomy users within the Collabiorafor Astronomical Signal
Processing Electronics Research (CASPERhe combination of open libraries and de-
velopment tools invented by this group has enabled PAPERially design and deploy
a correlator to take advantage of constantly improvingWward. The use of standard eth-
ernet switches and protocols to distribute data to the Xresygives the framework the
flexibility to change the design of the array in number of ange or channels. In this way
PAPER has deployed a new correlator, arguably one of the diffisult aspects of radio
interferometer construction, once a year for three yeaesriow. Each new system used
faster hardware to correlate double the inputs as the previwmdel.

By leaving out many conventional aspects of radio interfeter design we bring the
cost to a practical level. Items like calibration sourcdsage switches, buried cables and
custom correlators have all been used in the past, ofteroimd geasons but significantly
raise cost and complexity. So while we have stripped the ad¢lae interferometer to the
bare essentials we must analyze the results from early iexgets with an eye towards the
quality of data and the necessity of adding back the mostatiof these elements. Par-
ticularly relevant in this work are the effects of self-ifgeence, feedback, cross-talk and
calibration stability. The relative ranking of these sys&tics on the power spectrum sen-
sitivity will be the crucial factor in determining the mogsfitable experimental direction
for PAPER and other EoR telescopes

2.2 Deployments

PAPER has progressed as a series of experimental deplayilisted in Table 2.1) fo-
cused on increasing the sensitivity of the array both by owimg stability, reducing noise
and adding elements. Early experiments with digital catreh and data reduction used a
series of four element arrays deployed in Green Bank, WV aast®vh Australia. These
deployments demonstrated the quick time-to-science Iplessith cheap antennae, a sim-
ple front-end and the CASPER FPGA development process. éo@ns series of deploy-
ments an 8 antenna array in Green Bank was used to validatetioept of calibration
and imaging and to make early observations of northern foregls.

PAPER broke ground on a new site at the SKA candidate siteeiiKtiroo desert of
South Africa in October 2009 and began recording with a 3gheld array in May 2010.
This setup used a single EW polarization to record corataspectra between 120 and
180MHz at 48kHz resolution and an integration time of 5.30osels. Four incomplete
days of commissioning data were recorded in May followedlbyoat 10 days of uninter-
rupted recording in September 2010 (see Table 2.2 for ditail

These first observations are intended to characterizerfmmads and make initial es-
timates of instrumental issues ahead of EoR observationsopfmal configuration for

Shttps://casper.berkeley.edu/
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Table 2.1. PAPER deployments

Location Ant. Number Date Configuration
Green Bank, WV 4 2007 Cross
Western Australia 4 2007 Cross
Green Bank, WV 8 2008 Imaging (Circufgr
Green Bank, WV 16 2009 Imaging (Circular)
Green Bank, WV 32 2010 Imaging
South Africa 32 2010 Imaging
South Africa 64 2011 Imaging (Future)
South Africa 128 2012- Imaging/Power spectrum (Future)

aAntennae arranged non-uniformly around a circle of rad@m.

this goal is to emphasize all of the above criteria as wellrafotmity of UV coverage. A
configuration support matrix

C= Z5(xz — 24:)0(Tj — T 5)

C which achieves this will maximize the energy function
E(C) =alC| +b|C+C|+¢|[(CxC)x (C*C)|

Where the first ternt is proportional to the distance of elements from the cether,
second distance from each other, and the third distance qidis from each other. This
formalism has the useful property of defining a parametecesfiar various optimizations.
For example, when b dominates a and b one gets a centrallynsed uv distribution at
the expense of uv plane uniqueness. Here we have chosen itning@irthe redundancy
of the uv points by selecting a relatively large and positivé he resulting configuration,
uv distribution and psf are shown in Figures 2.3, 2.5, andr@spectively. The typical
dynamic range, the ratio of psf primary to brightest seconttabe, of this configuration
is 100:1, making it quite suitable for imaging. For EoR hoethis configuration is only
optimal if the SNR for each uv pixel is greater than 1 (Haleers2002). Recent SNR
calculations indicate that this is not the case and in faatgel anchegative ¢, a maximal
uv reduncancy configuration is most likely to yield a powesdpum detection (Parsons
etal., 2011).

4C is a matrix with ones at the rows and columns correspondingositions of the antennae. The
autocorrelatior® * C is then the matrix corresponding to the uv distribution. Tleagth” operation M| is

defined as the average distance of all the points from thecest| = -, | /a7 + 23 M5/ >, Mij.
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90°

180°

270°

Figure 2.3: A perpendicular (the dipole is into the page}isrdugh a model of the PAPER primary
beam at 150MHz. Note the 46WHM Field of View (grey) and sub-horizon nulls. At that léve
all angle cuts are identical. The region most likely to vaithveangle and frequency, the first null,

occurs below the horizon.
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Figure 2.4: Aerial photo (left) and diagram (right) of the@2ment array in South African Karoo.
The elements are arranged in a minimum redundancy confign@btimized to maximize unique-
ness of uv spacings as well as distance from the centralioentéSeveral extra stations used for
other experiments are also visible. Signals from the amte@me transmitted via television coaxial
cable to the central electronics hut which is a shipping @ioet fitted to be RFI tight to 110 dB
by Commtest Similar containers are being used by LOFAR and MeerKat. ©hd teads west to
the nearby KAT7 test array.
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Figure 2.5: Theuw distribution of the PSA32 imaging configuration shown in.Fig.4. The
configuration is optimized to sample as many uniguecells as possible. This is optimal for
imaging and sky-based calibration but is not for EoOR detectinless eachw cell can achieve
SNR~ 1. For EoR the array might be arranged in a grid, to put as mamples as possible into a
few uw cells.
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the 30% level.
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Given the high quality of the RFI environment at the Karoe ¢#tee 2.7), RFI-flagging
was limited to flagging of a few satellite bands, as well as\@swilities with amplitudes
20 above the mean amplitude as in PGB8 (see 2.8). Less than coenpef the data are
flagged in this way.
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Figure 2.7: Spectrum from an initial survey of the South édrKaroo site. The spectrum suffers
little interference save those features omnipresent ah:eM radio between 87.5 and 108MHz,
airplanes at 125.3MHz, Orbcomm satellite constellatioh3iMHz and amateur radio satellites at
150MHz. The uneven baseline and change in instrument nbi&0&Hz are instrumental errors.

(of South Africa, 2005)

2.3 DataProcessing

Data have been reduced in two parallel pipelines throughhuah of the foregoing. The
work described ir§3 was done with a custom pipeline built on the Astronomicétrin
ferometry in PYthon (AIPY) package. Other partgl (@and§5) were completed in the
Common Astronomy Software Applications (CASA) environieffable 2.3 provides a
rough guide to the differences between the AIPY and CASArenvnents. In most cases
these tools provide orthogonal feature sets and are in fast powerful when combined
in the python environment, then when considered separately

Shtt p: // casa. NRAQ. edu/ ©
5The National Radio Astronomy Observatory is a facility of thational Science Foundation operated
under cooperative agreement by Associated Universities, |
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Table 2.2. PSA32 Observations

Dates [UT 2010] Length [hrs] LST range
Catalog §3) May 19 13:11 - May 20 04:50 15 06h00m - 16h00m
Sep 15 16:48 - Sep 16 04:04 12 16h00m - 06h00mM
Calibration §4) o 16 03-51 . Sep 20 04:14 385  03h45m - 07h15m

Sensitivity £5)

0.75

1.00L L L T L T T - — —t 1
075} | I h w ]
120 130 140 150 160 170 180

Frequency [MHz]

Figure 2.8: Fraction of data remaining after RFI flagging i flagging of satellite bands and
automatic flagging of amplitudes abo%e in a 10 minute period. South Africa site (top )in com-
parison with the test array at NRAQO’s radio quiet Green BaRK site (bottom) See Parsons et al.
(2010) (hereafter PGB8) for details about the Green Bardyarr
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Standard methods common to all analyses are RFI and aftdgging. RFI is flagged
by removing points beyondo whereo is calculated for each baseline over all channels
and many integrations (usually about 10 minutes). In séeass artifacts due to errors in
the correlator were flagged either manually or manually ax#se could be generalized.
Beyond these initial steps, the main elements in both pipelare: modeling, calibration,
and turning correlations into images. As an optimum pigelgstill under development
and different elements of this work used different metheaplpration of this subject is a
dominant theme of this work) we will elaborate on the detaisieeded.
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Table 2.3. A comparison between AIPY and CASA

Feature AIPY CASA
Imaging Deconvolution Image plane Cotton-Schwab
FoVv full 180° 80°limit®
W-projection Supported Supported
Faceting Not supported Supported
MFS? Linear only Non-linear
Calibration Fitting Least-Squares
Time Dependence Not supported Supported
Speed Sower Faster
Antenna Positions Supported Not supported
Assumed parameters amplitude+delay full complex bandpass
Flagging Statistical/Manual Statistical/Manual
Plotting cripted Full Gui
Gridding scriptable not scriptable
Access to internals Complete Very limited
HealPix Built in support Not supported
Catalogs Fully supported Not supported
Modeling Partially supported Completely supported
Catalog sources Completely supported Mostly supported
Image Not supported Completely supported
Use model Python module Complete environment

aThis limitation is in the CASA software architecture and @ a fundamental algorithmic prob-
lem. As of this writing (2011) the issue remains open.

PMulti-Frequency Synthesis. Linear MFS ignores the polsitof spectral variability and uses
each different channel as a different sample in the sam@ane, sometimes drastically increasing
theuv coverage. Non-linear MFS adds the possibility of spectaailation by solving for multple
Taylor coefficient images Rau (2010).
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Chapter 3

Foregrounds

3.1 Survey of past measurements

Several recent attempts have been made to synthesize vkmaivi; about the radio sky
from existing surveys. de Oliveira-Costa et al. (2008) cdenmeasurements from 10
MHz to 90 GHz and uses them to create a global sky model of detkemission (sizes
greater than two degrees), which at 150MHz is dominated &glibsky 408-MHz map by

Haslam et al. (1982). Discrete sources are listed in marglagg. Those used for com-
parison here are listed in Table 3.1. Meta-catalogs suclsasi but detailed compilation
of bright sources by Helmboldt (2008) and the large SPECFihd2a-survey by Vollmer

et al. (2010) are of particular interest.

The literature grows increasingly sparse at lower freqigsrend in the southern hemi-
sphere; indeedno blind survey has been reported below 408 MHz in the south. The
SPECFIND cross-identification catalog identifies 6000 uaigources between 100 and
200 MHz with§ > 0°, but fewer than 1000 low frequency sources with declinatien(°.
The best information in the south & —30°) below 408 MHz is provided by the Molon-
glo 4 Jy Survey (MS4; Burgess & Hunstead (2006)), which ulsesvtolonglo Reference
Catalog (MRC) (complete to 1 Jy), Culgoora observationslbg §1995) at 160 MHz and
80 MHz, and new Molonglo observations at 408 and 800 MHz torede the 178-MHz
flux of bright sources in a sample similar to the northern 3GRRey (Laing et al., 1983).
Since most blind southern sky surveys have been done atevegtbk shorter than 30cm
(NVSS, SUMSS, Parkes —see Table 3.1), construction of a sigetrat lower frequen-
cies must be an extrapolation based on assumptions of apslktipe and our ability to
account for instrumental differences.

3.2 Constructing a Sky M odel

A good sky model is crucial for calibration and modeling EaRRefjrounds. To be of
any use during actual observations it must be laotiurate andcomplete. Each source it
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Table 3.1. Low frequency surveys

... Flux
Name Res Freq[Mhz] Dec Limits Limit [3y] Ref

MRC 2 40818.5 > d > —85 1 Large et al. (1981)
MS4 2 178,408—30 > d > —85 4 Burgess & Hunstead (2006)
Culgoora 1.85',3.7° 160,80 32 > d > —50 2 Slee (1995)
3CR(RY 6’ 178 75> d > —50 5 Bennett (1962)

(Laing et al., 1983)

6C” 4.2 151 > 30 0.3 Baldwin et al. (1985)

7C* 1.17 151 > 26 0.2 Gower et al. (1967)
VLSS* 80" 74 > —30 0.4 Lane et al. (2008)
NVSS* 45" 1400 > —40  2.5e-3 Condon et al. (1998)
SUMSS 45” 843 < —-30 621073 Mauch et al. (2003)
Parke$ 90’ 178 > —10 ? Wright & Otrupcek (1990)
PAPER 26’ 145 10 > 10 Jacobs et al. (2011)

& Sources included via the SPECFIND meta-catalog (Volimet.e2010) .

b178MHz fluxes in MS4 are estimates based on MRC, Culgoora tinedt measurements.

“This survey was performed originally at 408 and 2700MHz. 26Rthe sources were later
observed at 178MHz, though only 13 sources (0.2% of theeesitirvey) were observed at 178MHz
at declinationsy < —10°. The resolution of these measurements is unclear. Here weetlgé
diffraction limit of the Parkes dish at 178MHz.
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catalogs must be an accurate prediction of the flux on the stheaobserved bandwidth
and resolution. Second it must be complete; it mist not mimggheng or include false
positives. As we will see, sometimes even bright sourcdata@ssumptions made during
cataloging and are thus left out of the sample. Even if emogsavoided, a catalog is only
truly complete at one frequency. Extrapolation in freqyenithout a good understanding
of the spectrum will introduce a bias away from samples tiha@inge unexpectedly in
frequency. As we will see, unexpected spectral behaviorhegupen for any number of
reasons.

Many of the problems inherent in building a sky model can mmsemply by compar-
ing between catalogs. Catalog comparisons are hinderéddyotpectral/temporal vari-
ation of sources and by differences in the angular resaiufocobservations. Spectra at
low frequencies tend to be dominated by non-thermal sodilkc@synchrotron emission.
While this emission tends to be well-described by a powerdian frequency, at lower
frequencies several effects complicate comparisons leetWwands. Chief among these is
synchrotron self-absorption, which is most often in evizkeat the lowest frequencies, but
may also produce spectral features between 100 and 200 Melm{eldt et al., 2008).
Another complication arises from sources not present indémep high-frequency cata-
logs appearing at lower frequencies due to their excegtioateep spectral indices. A
source steep enough to appear in these first PAPER imagé$.[y) and be absent in
the MRC samplex 1Jy) would need a very steep spectral index—2.2. Out of over
70000 sources in NVSS only two or three sources are knownv® $@ectral indices this
steep (van Weeren et al., 2009). The 4Jy sample on the othdrwauld only include
objects with spectral index of -0.92 or shallower and thusnsgemplete and biased to-
wards shallow spectrum sources. For these reasons, itirallesto use reliable spectral
slopes (when available) to estimate flux in the band of iistesaich might be far from the
originally measured band.

Gathering of spectral slopes and assessing reliabilitpésaspect of the more general
problem of building a sky model at a given frequency from margasurements by differ-
ent instruments at different frequencies. Spectral vianatan be intrinsic, but it can also
be introduced by instrumental affects. Higher resolutidhmvoat only distinguish between
sources that coarser observations would conflate (sourdesion) but will also be able
to resolve sources that coarser surveys would have attdiiatan unresolved background
(confusion background). This latter affect not only dreesty increases the source num-
ber density, but also reduces the overall upward bias frenutiesolved background. In
images with high side-lobes flux measurements of nearbyceswould be biased either
up or down depending on the phase of the side-lobe (sideclofeision). Finally as most
interferometers are sensitive to a limited range of sizkeschigher resolution instruments
will also "resolve out” structure on larger scales. All oke affects must be taken into
consideration when comparing two catalogs at differerjufemcies and resolutions.

In principle the differences between catalogs might bectnaetable given enough
overlapping measurements with a variety of instrumentagver the paucity of low fre-

1S(w) = SO( )o‘ where the flux §) at frequencyi) scales as the powet) of the frequency.

r
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guency southern hemisphere data makes a detailed study atliracy of these catalogs
difficult. We can study the some of the pitfalls of catalog @amson by proxy by com-
paring the far more numerous Northern hemisphere catalogs.

Helmboldt et al. (2008) have compiled a large number of memseants over the entire
radio band for 386 bright 74MHz VLSS sources and provideaspEfits, suitable for
interpolation and extrapolation. Among all the data ca#ec a few catalogs rate status
as "anchor” data points, they are the only measurement usiir band. A key anchor
point is the NVSS at 1400-MHz. Several (25 or 6%) of the VLS8rees were given a
single flux measurement, but noted to have multiple compisnén order to build a sky
model at 1400-MHz one needs some prescription for perfagrameffective smoothing to
match resolutions. In this case from 40” of NVSS to 80” of VLI® do this Helmboldt
et al searched NVSS separately for each VLSS component amehed the results. This
works at higher frequencies if each component is resolvddiaatl above the noise. Note
that this is not a correction for source confusion. Apparnrtjunction of two bright
sources at this level is statistically improbable. In NV$8re is less than one source
brighter than 1Jy per 8000 VLSS beams ()gqThus most confused multiple component
sources would be resolved sources, such as compact supegmorants or double lobed
jets. Should flux be evenly distributed the total flux inceeaguld be 50-100%. This
method also has the potential for making large errors. lheamponent does not resolve
into a single source at the higher frequency, the searcth&mdim confused source could
return the bright primary again. Consider a two componeat@composed of a steep
spectrum component and a shallow, each having a similartdelat 74MHz but a large
difference in amplitude at 1400MHz. Both component seaehié find the same bright
source and estimate the 1400 low resolution flux at exacttytimves its actual value. The
same outcome will also result from the VLSS catalog identdyside-lobes or distorted
psf as multiple components.

We can evaluate this method by comparing Helmboldt's sumi@E0OMHz fluxes
with the actual NVSS fluxes (Fig. 3.1). To make this comparigs@ have searched for
each NVSS source within 46f the VLSS source in the Helmboldt catalog and compared
the listed fluxes. We can see several cases where this apenatreases the NVSS flux
by 100% or more (the dashed line). At least two of the errcdt839+385 and J1843+795)
are a clear doubling, the increase is exactly a factor of & the measurements have been
included twice. Others are not so clear; of the 25 multipleponent sources 65% have
received corrections 10%. Sources with only one component are not affected.

Over the entire catalog the error is small (affecting lessth% of the sources). In
each source, however, the error is large and high on the flaie $£00%). After a more
detailed check (as we have done here) the errors could bectedrbut this method does
not scale well to inclusion of many catalogs. A typical sgptis to exclude, or "flag”, all
sources having more than one component or high spectralomksiown to be variable;

2In making comparisons between bands like this one needs taffyescale by the inverse ratio of
frequencies, 1400MHz sources will in general be about 1@dimimmer than 150MHz sources. A 1Jy
NVSS source would most likely be a 10Jy source for PAPER an@Jg 2ource in VLSS. A dimmish but
distinguishable object visible even with the limited methaised in this section.
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whatever the problematic category may be. Flagging is aararapproach to the problem
of errant data, for example RFI in radio data or cosmic rayS@D images but implicitly
assumes that more repeated samples will fill the gap. Whea th@nly one catalog at
that band, the gap remains. This kind of random incompla®pecurring at even high
flux levels is essentially an error in our model of the sky & #ame amplitude (100%) as
a doubling. These kinds of errors propagate when a catalitgseurces flagged is used as
finding survey at a new band (eg the Culgoora survey) or inrd gmlution for a spectral
model (eg SPECFIND).

The only way to make a complete and accurate catalog from atial a a new reso-
lution is to generate a new catalog from the original imagespothed to the resolution
of interest. Given the data volumes and limited availapiit original images this is a
tremendous task. In our case it is simpler to simply obsesugguour own instrument.

3.3 New 145-M Hz measurementsof Southern sky sour ces.

In this Section, we present new flux measurements of 480 eswat 145 MHz using
PAPER in the southern hemisphere. These measurementstbeviargest area of the
southern sky yet surveyed in the EoR band.

3.3.1 Observationsand Data Reduction

During May and September 2010, we recorded commissionitaywligh PSA32 in two
separate campaigns. Between the May and September datg;taknumber of small
improvements to the correlator were made, but all otherviarel remained unchanged.
The data presented here are from May 19 and Sep 15 2010 (skee2Ta)y both periods
being predominantly between sunset and sunrise. Only tieadiEW dipoles of each
antenna were correlated. Visibilities were integrated aswbrded every 5.37 seconds.
The frequency resolution was 96 kHz in May and 45 kHz in Septnilhe separation in
LST between the two observing epochs, along with PAPER’'&vidmary beam, make
these two observations sufficient to map the entire sky bélewi 0°.

Data editing, calibration and imaging were performed usindAIPY based pipeline
(see§2.3). The first analysis step was to obtain a phase calibraBecause of the wide
field-of-view (FOV) of the antennas, the data are dominatgedbiight sources that are
sometimes far from the zenith. During the May observatibe,lirightest source visible
was Cen A&, while the brightest source during September observati@ssPic A. These
sources are bright enough to perform single-baselinedrfiting. Data observed within
ten minutes of the transit of these sources were used toedephase calibration by fitting
a time and frequency visibility model to the data using a agaje-gradient solver (Parsons
et al., 2010). Phase terms in the calibration are dominated by cable amelator delays;

3While Cen A is resolved, the central point source dominatessmooth structure by several orders of
magnitude.
“Hereafter referred to as PGB8
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Figure 3.1: A comparison between 1400 MHz "anchor pointsthe Helmboldt compilation and
the NVSS flux (dots). The Helmboldt fluxes are an attempt toamthe NVSS 4Gesolution
catalog to match the 8GLSS resolution. Some of the differences appear to be exadblihgs
over the catalog values which is suggestive of an error inpmrant matching. A subset of the
sources noted by NVSS to have a single component (circlesnbasuch errors. In general a
catalog may emphasize completeness or accuracy. Achibeaitigsimultaneously is both difficult
to achieve and to verify.
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Figure 3.2: Distribution of delay solution used for PSA32tabeg. The May solution
[5h<RA<12h] (dashed) was used as the starting point for the Septesohdion [12h<RA<5h]
(solid). Only small changes were necessary over this 4 muetiilod.

these have been found to be quite stable. Thus for the apdlgee, the phase calibration
(shownin Fig 3.2) derived from these two 10-minute obséowatis applied to each night’'s
entire observation.

If the source is not carefully removed, the phase-caliloraidelobes severely limit
imaging dynamic range. To do this we use an efficient souwro®val technique that
filters data by removing the corresponding region of delalgigtrate (DDR) space from
each baseline (Parsons & Backer, 2009). This techniquesfdtsource from each baseline
by nulling data having a delay and fringe-rate correspogdiinthe desired sky location.
The net effect is to remove a large fraction of the filtered'sewithout having to construct
a multi-component image-domain model. For the May datapthet-source component
of Cen A (estimated flux- 5000 Jy) is filtered; for September, we have removed Pic A
and For A (400 and 150 Jys, respectively).

In this quiet environment, instrumental effects becameidant. A troublesome in-
strumental effect in many interferometric instrumentigimon-mode interference, inter-

43



fering signals common to two or more inputs and sky signalssing antenna boundaries
within the analog system. Both of these kinds of cross-tegkramoved by subtracting a
4 hour long running average as described in PGB8 and inwstign detail irg5.4.

Map-making is done in three stages: snapshot-imaging, iclosg each night and
finally summing into a single calibrated map.

Images are made in 10-minute zenith-phased “snapshotis”istla sufficiently short
time that the affect (change in apparent flux) of sources ngptrirough the primary beam
is negligible as is thew component of the baseline (Fig. 1.5) . Visibility data arelded
into the uv-plane using linear multi-frequency synthesis (G. B. Tay. L. Carilli, &

R. A. Perley, 1999) and-projection (Cornwell et al., 2008). To this-gridded data we
apply radial weighting —increasing radially in the-plane— to emphasize point sources.
Gridded data are Fourier transformed to produce a snapstege 114 wide, with an
effective synthesized beam width of’2@hese facets are then deconvolved in the image
plane by the dirty beam (Fig. 2.6) using the Hogbom CLEANalpm (Hogbom, 1974).
Image-domain deconvolution is limited in its ability to cetstruct the flux, particularly in
the wide-field case (Rau et al., 2009). Thus, the CLEANingpisfully effective, and the
images contain artifacts from the side-lobes of sourcegdan the phase center.

Some snapshots at the very beginning or end of a run are conated by strong side-
lobes from the rising or setting Sun. Two or thregb@ of the total) are flagged in each
run. The rest of the snapshots made over the course of a mghkivaded by a model of
the primary beam (see Fig. 2.3) and averaged onto a HEALRX(@orski et al., 2005)
with 7' pixels (NSIDE=512), to create two maps — one for each epoctypfcal pixel
has weighted contributions from approximately 2 snapshiotshe mosaic average each
contribution is weighted by the square of the primary beandehaeflecting our lack of
confidence in deconvolution far from the beam center. Thal tegights are also a good
model of the survey coverage (Fig. 3.3 and a good estimathddotal number of samples
in each LST bin (Fig. 3.4). Here we can see the effect of dijgitorter snapshots in the
September (LSTs 16h-6h) set increasing the relative sadgpisity as well as the effect
of flagging facets visible most clearly near LS.

Each map is flux-calibrated to a bright source near the pbakigrator using a flux
taken from the Culgoora catalog. The May map is flux-caldmatab 1422-297 at 21 Jy and
the September map is calibrated to 0521-365 at 72 Jy. Botlee®ohosen for brightness,
proximity to zenith as well as nearness to that night’s pluadibrator. Once on the same
flux-scale, the two epoch maps are summed together into &simap, weighted by the
number of snapshot contributions. The final product cové08 square degreesdak
10°, with an effective resolution of 26 Though dynamic range varies across the image,
sources brighter than 10Jys are consistently distingblshaNe will limit our analysis
here to sources likely to be above this 10Jy side-lobe caoridsnit.

The limitations of these reduction steps, as well as inséniad artifacts, impact image
fidelity. Final images include residual cross-talk and eymue to delay-filtering, which
necessarily removes flux from multiple points on the map. dlteence of time-dependent
calibration, the limitation to image-plane deconvolutaod uncertainty in the beam model
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Figure 3.3: During the averaging process many snapshots sugnmed weighted by the square
of the primary beam model and then divided by the total weighis total weight also provides a
visual map of survey coverage.. Right Ascension begins ith the right, increasing to the left.
The contours are units of total beam-model squared witly waituring at zenith pointing towards
6 = —30.7°, where the weights are also the number of included snap&dexs-ig. 3.4)
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Figure 3.4: Longitudinal and latitudinal slices througke gurvey coverage map shown in Fig 3.3.
The longitudinal slices (top) show the declination covetabe latitude=-30bottom) slice shows
the number of snapshots included in each LST bin. The snapeigth differed slightly between
the two data periods resulting in a slightly shorter snapgieoiod and an increased number of
samples per LST during the 16h-6h period with one dip at Shrevtieee snapshots were flagged
due to high rms.
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Table 3.2. PAPER fluxes for 480 MRC sources and matching @uégituxes (where
available)

Ra Dec Name S145 rms MR€ep Cul S(160) S(80) Spindex

0.60 -83.14 0003-833 189 4.7 0.17

0.88 -17.50 0000-177 116 1.2 0.11 0000-177 11.8 22 -0.9
1.37 -56.54 0003-567 120 2.2 0.17

1.52 -42.61 0003-428 9.6 1.3 0.16 0003-428 11.9 11 0.11
1.58 -0.07 0003-003 255 26 0.12 0003-003 16.8 27 -0.68
211 -6.05 0005-062 11.2 1.8 0.23 0005-062 6.9 10 -0.54
251 -4450 0007-446 143 1.2 0.16 0007-446 17.0 26 -0.61

3.27 -42.11 0008-421 15 14 0.41

Note. — PAPER Southern Sky catalog generated by searchingofoces in the Molonglo
Reference Catalog above 4 Jy and belpi° Declination. Beginning on the left, the columns list:
Right Ascension and Declination in degrees, MRC name, redéld PAPER flux [Jy], rms around
source [Jy] and angular separation in degrees from MRC itmtatincluded for reference are
Culgoora 160MHz, 80MHz and spectral indices fluxes wherdahla. Complete table available
in the online edition of ApJL (Jacobs et al., 2011) anttatp: / / ar xi v. or g/ abs/ 1105. 1367.

also affect the accuracy of the map.

Successful future work in foreground mapping and EoR deteetill depend on our
ability to rank the relative importance of these issuessThirue not only within the PA-
PER project, but also between similar projects. For thessoms we establish an accuracy
baseline by measuring and comparing the fluxes of many setweatalog values.

3.3.2 Catalog Construction and Flux Calibration

We have used the entire sky belew< 10° to find fluxes corresponding to 480 MRC
sources above 4 Jy — selection criteria similar to those bgeBurgess & Hunstead
(2006) to generate the MS4 sample. This sample is intendedtbeonstruct a sample
with an approximate 150-MHz lower limit of 10Jys, the sidedaconfusion limit of our
map while acknowledging that we will be limited to flatter spem ( > —0.92) sources,
leaving any steeper sources unmeasured.

The PAPER flux is identified as the brightest pixel witBir of the MRC source. They
are listed along with separation distances and local RM&bier3.2; 90% of the sources
identified are within one beam-width (see Figure 3.10). mftillowing we will explore
the relative completeness and accuracy of this catalog.

The accuracy of the PAPER image and of these fluxes can beatedlboth superfi-
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Figure 3.5: A low foreground region of the PSA32 field, ceateat23" —31°. Pixels above 99%
of the flux scale, approximately 1 Jy, are shown in black. MR@rses above 4 Jy are shown in
circles. PAPER fluxes for these sources are given in TableAI2MRC markers, save one, have
a corresponding source at this flux level. The 160MHz Culg®arrvey, used to evaluate the flux
scale, is shown in squares. This image has an effectiveraiteg time of 30 minutes, a bandwidth
of 70MHz, a field rms of 0.4 Jy, and a peak to field dynamic rarfge26.

cially in the image plane and numerically by comparing tot pasasurements. By com-
paring the MRC catalog directly to the image we can ascett@mnelative completeness of
the MRC sample. In Figure 3.5 we overlay MRC markers from ely 4ubsample onto
a 4800 square-degree sub-image and see that at the 4-Jg¥kIXMRC is not one-to-one
but does agree with the map on all but one source. As showrgur&i3.6 this source
manifests a rare high-frequency turn-over. In the caseefhigoora catalog, there are
no such differences. In places where Culgoora shows a lsaghte that is not in the 408
MHz sample, PAPER also finds a bright source. Sources as din&g do not have a
matching MRC marker. Together these facts suggest thag tmsrces are steeper than
a ~ —0.9 and were excluded by our 4Jy MRC cut, as expected. Thus oupleterflux-
limited sample of MRC at 408MHz becomes incomplete at 145MBizen the apparently
large fraction of steep spectrum sources we should notddwating the 408-MHz flux
limit would give us the opportunity to add these apparentight 150-MHz sources to our
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Figure 3.6: Left: Spectrum of 0008-421, the only MRC sourté-igure 3.5 without a PAPER
counterpart. A rare example of spectral turnover at arold@MHz. Right: Spectrum of 3c40
(0123-016) with an 'x’ for PAPER flux and star for Culgoora #@®z. All circles taken from
SPECFIND.

catalog, at the expense of adding a large number of souré@s be10Jy detection limit.

To assess the accuracy of the flux measurements we compar83ftsources also
found in the Culgoora catalog and 225 found in MS4. The aocyuohthe PAPER mea-
surements will be limited by the image dynamic range, asudised above, as well as
the relatively wide bandwidth of the PAPER correlator. Hoarethese errors must be set
against the error in the catalog comparison. As discussedeakhe presence of multiple
components or extended structure in sources hampers cisomabetween observations
with different resolutions, while the presence of self@apsion or other spectral structure
impedes comparison between catalogs generated at diffeegnencies. To set the scale
of these effects we inter-compare several catalogs withsarements near the PAPER
band.

A simple comparison metric is the per-source flux-scale;rétti® of fluxes between
two sets. Accounting for spectral slope, the flux-scale @dwve a nominal value of one,
with a certain amount of spread encompassing all the soofesor in flux determination
and catalog comparison. The assumption here is that flug-sca reasonable estimate of
instrument and reduction precision, but also reflects splemt confusion errors in catalog
comparison. We see that flux scale depends weakly on spextexd, and local image rms
(Fig. 3.7), but is particularly useful in identifying spatierrors (Figures 3.8 and 3.9). In
examining the spatial distribution of flux-scale errors we that the worst errors are highly
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Figure 3.7: Here we asses the use of the flux-scale [ratio &fEPAto Culgoora flux] as a sin-
gle estimate of source measurement quality that encongpapsetral and confusion errors in the
reference catalog as well as measurement error. As showe dbe flux-scale is appropriately
correlated with the MRC flux-scale (correlation coefficieft0.74) and weakly correlated with
both the local image rm9{44) and Culgoora spectral index-(.35). Flux-scale is apparently
unconnected with the precision of the location (centdj;le¢hough there are hints of a position
dependence in Right Ascension and Declination dependehdhwe follow-up in Fig 3.9
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Figure 3.8: Region of sky with a bright source (Crab) low ie theam just off the top edge at
+38elevation. Crab’s high angle from zenith proves too muchifimage plane deconvolution

which depends on the PSF not changing across the beam, antraf the source staying constant
during deconvolution. As we see in Fig 3.9, sources in thea drave a higher flux-scale (brighter
flux compared to catalog) and higher than average rms. Fopanson purposes the high rms
source 0528+064 is annotated here and in Fig. 3.9. Forréitish purposes the color-scale un-
dergoes a steep transition. Regions colored black are ahlyeavhite pixels are below. Source
markers as in Fig. 3.5.

spatially correlated. A large fraction of the flux over-esdtes occur at high declination,
where the number of samples is geometrically diluted andjéx@ane deconvolution is
more error-prone. The declination span of the psf increasts decreasing elevation
a as cosec(a) which is a 55% error at 20f elevation. This effect is most noticeable
when bright sources are present at low declinations. Thye$arconcentration of flux-
scale errors occurs near an LST of 5h at high declination (§ig). Here the number of
samples is as at a minimum while side-lobes from a brightolaw in the beam (Crab
at +38elevation) are very high. A second region of high error osaugar Hercules A
(also marked in Fig. 3.9). At +58levation Hercules is high enough to be imaged, though
side-lobes from psf distortion do distort the nearby flualecand raise the rms of flux
measurements in the region.

With the proviso that the flux-scale includes imaging andlcat comparison errors we
may evaluate the basic properties of PAPER'’s flux-scale agpaced to the flux-scales of
similar catalogs. In Figure 3.10 we have plotted the distrdns for the PAPER/Culgoora
and PAPER/MRE flux-scales. To estimate the catalog comparison error we bai+

SWhere fluxes were measured at frequencies outside of the RAREd (110-180 MHz), we have scaled
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Figure 3.9: Spatial distribution of flux-scale and rms in &gkt (top) and Equatorial (bottom)
coordinates. Point size indicates flux scale as shown in ¢t key while image rms in an
annulus between 1 and 3 degrees radius around the sourdatéirby color. The area of high
flux-scale appears to be correlated with high rms in a highirdgion region near the galactic
center.
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Figure 3.10: a) PAPER’s flux scale —the ratio of PAPER fluxe€tidgoora fluxes at 160MHz
(black, solid) and to MS4 fluxes interpolated to 178MHz (gimlid). PAPER/Culgoora and PA-
PER/MS4 with FWHM of 1 and 0.7 have distributions similar ke tMRC/Culgoora flux ratio
(thick, dashed) with a FWHMs of 0.5. A similar comparisonvbet¢n 178 and 151 MHz objects
co-identified by SPECFIND (dot-dashed) shows that a sometdiger agreement (0.5 FWHM
with fewer large outliers) is possible if cross-matchinglame while accounting for morphology
and instrumentation. b) Distance in degrees between MR@iggogand identified PAPER peak.
All MRC sources within—85° < § < 10° have been paired with a PAPER peak within the plotted
range. PAPER positions are defined by the centers of HEALg&{pthat are7’ on a side leading

to quantization effects; 90% of sources are within one PABE#®N (thin solid vertical line).

culated the MRC/Culgoora flux-scale, as well as betweenaaitces in SPECFIND at
151-MHz and those at 178-MHz. The SPECFIND comparison hmadkantage of more
accurate cross-identification between sources. In aaditimst of the measurements in
these bands were done by the Cambridge Low Frequency Tpke¢6aand 7C) and the
3CR all of which are known to be in good agreement (Benne21&ower et al., 1967,
Baldwin et al., 1985). Even so, a noticeable (although megrp spread of flux-scales is
apparent (Figure 3.10). In the SPECFIND comparison 90% ofcas are below a flux-
scale of 1.5, while in all other comparisons the 90% levebog@t 1.75. The distribution
of the MRC/Culgoora flux comparison has a spread similareaibtribution of PAPER’s
fluxes relative to each of these catalogs. The MRC sourceslieen cross-identified with
the Culgoora using the same algorithm as the MRC-PAPER -@destification. Thus the
MRC-Culgoora comparison would be more likely to have simgi@talog comparison er-
rors and in fact does have a similar distribution of flux-esalThis similarity implies that

the flux using a spectral index of = —1 (the average index at these frequencies; (Slee, 1995; Hdditnb
et al., 2008; Bennett, 1962)
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systematic errors will not be easily distinguished by agalomparison. As an example
consider the most extreme flux-scale outlier 0123-016 (BcRAPER observes a flux of
26 Jy while Culgoora only 8.9 Jy. Culgoora notes this souwrdeave multiple components
and measures 32 Jy in the 80-MHz band. When we add 3C and 3@R spéctrum we
see a consistent picture of a source around 30 Jy as showguireR3.6 with the 160-MHz
point the only in disagreement. Catalog discrepanciesisftype are rare but there are
many types.

3.3.3 Discussion and Conclusions

The Epoch of Reionization signal will be faint; detectiorlnequire precise calibration as
well as deep foreground removal. Self-calibration of a wieéd instrument requires both
complete and accurate knowledge of sources covering a large fraction of the skyis Th
calibration may then be verified by comparing multiple measients, ideally between
telescopes. Use of catalogs of past measurements aredibteonfusion and errors
from extrapolation.

To facilitate such comparison and fill the gap we have publisfJacobs et al., 2011)
the first catalog derived from early PAPER data. Despiteesuiff) from various system-
atics related to instrument response and analysis metbgygdthis catalog shows quali-
tatively good agreement with other measurements. In theggsgowe have demonstrated
our ability to map more than half of the sky with two days of @h&tion. This represents
a major advance in survey speed and is made possible by thie @fiPAPER’s primary
beam, the bandwidth of PAPER’s correlator, and the use ofojeption.

A number of improvements to the instrument and data proegssiethodology are
currently underway. Cross-talk can be mitigated by thetaaldof one-way RF coupling
and phase switching (as described in Rohlfs & Wilson (199Bpth are likely to reduce
excess correlations though their effectiveness are siifigoevaluated.

Algorithmic improvements are also available in the CASAismvment. As we’ll dis-
cuss below, tests of Cotton CLEAN, faceting combined withnoejection, time-dependent
calibration, and spectroscopic imaging have been faverahls system will be used to
produce higher dynamic range maps suitable for a blind guavel spectroscopic ex-
ploration. Finally, the dynamic range is limited by the arstaneous.v-coverage of the
32-element antenna configuration. Future deployments hartier number of antennas
will result in additional improvements to the snapsheotcoverage and imaging dynamic
range.

Implementing these instrumentation and processing ingmants will help produce
images of even higher fidelity that will reach the sub-Jy osidn limit. From such im-
ages, it will be possible to construct a complete blind cafalsing source fitting and
photometric analysis. This more precise catalog will mestricter comparison with pre-
vious catalogs that more carefully accounts for extended&tre, confusion and spectral
slope.

Compared to the current array, the final PAPER South Africayawill have four
times as many elements and should have 16 times the dynange.raHere we have
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imaged and cataloged what is essentially a dirty image o$kigeand already found good
agreement. The final PAPER telescope will be capable of spéttaging the 110 to 180-
MHz night sky to the confusion limit once a day. Although thdio sky was first explored
at meter wavelengths, much remains unknown about the spacil temporal behaviour
of sources in this frequency band. These early PAPER 32eziegsommissioning data
are already demonstrating a reliable level of accuracydhatimited primarily by well-
known problems. We can reasonably expect future PAPER daidd substantially to our
understanding of the sky at meter wavelengths.

We have combined observations separated by many monthis|ator upgrades and
power cycles to generate a map of the entire sky belowB&06lination using only mini-
mal calibration to do so. That fluxes measured in this imagepaoe well with previous
measurements indicates that PAPER is stable over a longdpefrtime. While this is an
encouraging result, what is not clear is the degree to whiadbilgy is tested by imaging.
To more directly answer this question me must calibrate asetion of time.
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Chapter 4

Calibration

In this chapter we explore some of the assumptions made ipt€&ha and in doing so
introduce elements of another pipeline with which we carckhaur results. Using this
pipeline we will check the stability of the calibration balirectly by comparing nightly
solutions and indirectly by imaging. Finally we will use ghgalibration to estimate the
system temperature and compare with a model.

In Chapter 3 we assumed gain with a phase dominated by a dghdngse that changes
linearly with frequency, which is stable over time. We found;1.4.2 that over narrow
bandwidths the delay domain translates almost directly & most useful power spec-
trum axis and over wide bandwidths allows us to build a mofi&@grounds. However
the combination of steeply dropping foregrounds and sye@ghg noise (Fig. 1.6) means
that errors in delayAn) effectively raise the noise floor asn3. Thus we would like to
show that delay is either a) intrinsically stable or b) gasdlibrated.

To begin, in§4.1 and 4.2 we will transition from our AIPY solver to a fasteut more
limited solver implemented in CASA. To eliminate confuslmetween sky and instrumen-
tal variability we focus on a very short time around a brighiiree, from which we can
easily derive high SNR solutions. f#.2 we will test the quality of the solution through
a series of images. As outlined in Fig 4.2 we include both thération field and the
nearby EoR fields wherg;,, and foregrounds are at minimum. Finally we include an
image of Centaurus A, a spectacular nearby radio loud gaaxn example of PAPER'’s
imaging power.

While a stable delay is important to minimizing foregrour@htamination the sys-
tem temperature must also be as low as possible. With a pedjeequired integration
time of 120 days on a field that is available for only 165 dayssgason a mere 38% in-
crease in the system temperature can push observatiors setwond season where there
is increased risk of long-term instabilities and an incegbgperational cost. To accurately
plan our long integrations and understand our detectianfszgnce ing4.3.1 we develop a
model of the expected system temperature aridiB.2 make two somewhat independent
estimates of the measured temperature.
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4.1 Complex Gain Calibration

In principle the measurement equation (Eq. 1.5), relatirgdbserved visibility to the
actual sky has no single solution. Strictly speaking, ifhing is known about the sky a
solution may in fact be impossible to find. Only by incremdigtadding or assuming some
knowledge of the sky can we eliminate unknowns. Even giveaecaut model of the true
visibility which must include the sky, primary beam, andeamta positions we must still
solve Eq. 1.6 for which no linear solutions exist. Howeveithveach approximation or
addition of information we reduce the number of calculaginecessary to reach a solution.
There is, of course, no single correct method to arrive asdhetion. The method, the level
of approximation and the estimation of error are all corgimigon the sophistication of the
analysis tools and that most imprecise of variables, userelion.

In Chapter 3 our solution method was as simple as possiblanteders were found
by solving the full measurement equation with a generic draggpe conjugate gradient
(CG) optimization routine. At each step the rms differeneesMeen data and model was
computed at several points in parameter space (the amoet)adedomly chosen around
a starting value locations. Using all of these points a nemtpeas chosen along the
rms gradient around which the gradient is again estimated feew step. The process is
repeated until the rms stops decreasing.

This forward modeling approach as implemented in AIPY id weited to solving the
measurement equation when very little is known and has tvpomritant advantages. First,
it is very simple to implement and can be built directly offtbé basic visibility simulator
and free, open-source minimization routines. Second, &s &ap re-computes tiphase
of the measurement equation we are able to fit for more tetmsalntenna positions or
source location. However there are down sides to this syskrmt, since the complete
model visibility is computed with each iteration a step istg@ostly and scales as square
number of antenna®(N?). Second, since we have an analytic form for the model, we
could derive the gradient at any point and take an optimal atel eliminate the costly
amoeba feet computations which must scale as the apprexinuamber of per-antenna
gains for an overall scaling adP(N?). This scaling translates to very long execution
times when solving large numbers antennae. Entire arraitisos are only feasible in
a reasonable amount of time by parallelizing the procesgasing the simulation over
many nodes.

In contrast, the gain calibration system in CASA limits it$e solving only the terms
outside the integral (Eq. 1.6). The gaiogtside the integral are solved given a model
visibility V™that is only computed once. As this is still a non-linear peabwe must
still employ iterative methods. However in CASA these ailgy/faptimized for the known
slope of the measurement equation and are therefor solwadewer computations per
step in parameter space. This solver is more limited in itpwyit is highly automated
and streamlined; it is capable of providing time and freqyatependent solutions as well
as an estimate of the solution signal-to-noise ratio (SNWR)ile this is not a true error-bar,
the SNR provides a good indication about thkative quality of a solution and provides a
basis for flagging low quality solutions. Regardless of thenmer in which a solution is
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Figure 4.1: Without delay calibration, each antenna peesea different location for Pictor A (left)
as extra system delays are interpreted geometrically.yelibration uses a model of the source
to remove these components. If successful the many appswantes will converge on a single
point (right).

reached its quality will still depend on the accuracy of thigut model so estimating the
solution accuracy is a desirable feature. Since there s @single computation of the
model visibilities we can estimate the scaling with anteooant as a single step in the
CG/AIPY method of orde®©(NN?) but with significantly quicker time per iteration.

In limiting ourselves to the complex gains, we avoid repgéatamputation of the model
visibilities and reduce solution time by at least a factoomferO(N) or ax 32x for the
N = 32 antenna array under study here. In practice, a paralle{f@dnethod takes an
hour on a 64 node cluster while the linear-least-squarestaknutes on a single compute
node or a factor of several thousand.

4.2 Pipeline

In chapters 4 and 5 we explore PAPER'’s stability examiningiynabservations of the
same field. The data set spans the 3 hours surrounding 5h3d bways between 18
Sept and 29 Sept (see Table 2.2). The first steps of the datagsiag pipeline are very
similar to those in Ch. 3. RFl is flagged at the level followed by a spectral averaging to
192-kHz. Cross-talk is removed by subtracting an averagetbe full three hours (see 5.4
below), followed by another RFI flagging run. At this poingttiata are converted from the
AIPY miriad format into the CASA measurement set. The ppleidifference between
the two data sets is that in the measurement set we must fieadeft scanning visibilities
to a single location, in this case the median LST of each 1Qtailong observation.
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Figure 4.2: Key regions of the sky and the de Oliviera-Cokyensodel. In this part of the spectrum
the sky model is dominated by the Haslam map at 408-MHz. Withight source and minimal
complicated structure, the Pictor field is ideal for calitma (Fig. 4.3). Its proximity to the cool
foreground region identified as optimal for reionizationg(F4.4) is also a plus. Centaurus A the
brightest and most compact complex object in the southeriisshn ideal imaging candidate (Fig.
4.9).
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Figure 4.4: There are two possible regions best suited to. BoRhe left we see the field where
Ty, is at a minimum near LST=3h. This region is not far from ourrakion region. Pictor is still
visible at the bottom left and Fornax A is directly overheadattering power due to its resolved
structure (see Figure 4.5). The bandwidth of this image waited to 10MHz to limit sidelobes
due to Fornax’s complicated spectral structure. On thd mghhave a 40MHz-wide image of the
region centered on LST=22h (similar to Fig. 3.5). Both ins&gee on the same scale with white
pixels at 3 Jy or lower and black at 7 Jy or higher. Despitertpui slightly higherT,, the field

at 22h would seem to have to have preferable foreground$ Baotld seem to validate the Pictor
field calibration. It is both stable and portable.
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With our data cleaned of RFI and common-mode, we pursue laradbn solution by
generating a model of the sky and solving for frequency déeetgains. In these observa-
tions Pic A (5h19m -45d46m) is the brightest apparent sorgaehing 380Jy at £fom
zenith. To further control variation in this calibratiorsteve limit our data selection to
measurements within 10 minutes of Pic transiting giving bsitashould be 11 identical
observations of the Pictor field. For each observation weigga a visibility model using
the same source positions, fluxes and beam amplitude usdeél&y calibration in Ch. 3
(in this case the five most apparently bright sources wittudks above 15 and solve for
a complex gain solution on each channel of each antenna thern@ASAbandpass task.
As in the Ch. 3 calibration we then found an average delaytisolfEq. 1.4) for each
10 minute observation. The phase angle) output by the solver is wrapped tor and
must be unwrapped by removing discontinuities of magnitudeAfter unwrapping the
complex phase we fit a linear model where the slope is the palydelay of each antenna
(Fig. 4.6).

RFI or flagging can introduce discontinuities in this phgsecsrum solution which in
turn can interfere in the unwrapping process as demondtiratde right pane of Fig 4.6.
Furthermore we should note that to account for the grossesbitne bandpass filter we
have fit a fourth order polynomial to the amplitude of the gsaftution and observe that
the amplitude portion of the solution appears to have lesstsgd stability than the angle.
Despite these errors, as we can see in Figures 4.7 and 4h&hleatelay and the amplitude
are largely stable from day to day.

Equipped with what appears to be a reliable and stable gaiti@o, we can verify its
broad affect by imaging our calibration field 4.3. Point s@gin this field include Pic,
0521-364 and Fornax A which has the unusual property of beirggolved double-lobed
radio galaxy at 170-MHz and a slightly extended point soatcE20MHz. A textbook ex-
ample apparent "source confusion” ($8e2) happening within our own band! Possessing
little complex foreground but a very bright point source aitdated on the edge of our
primary EoR field (see Fig. 4.2) this region is an ideal lamafior calibration.

While the gain, particularly the delay, appears to be stabla night to night, we do
not yet know whether we have deriveccarrect solution. Solution residuals might be
large but stable. A truly useful gain solution will be sucfes (no multiple images ala
Fig. 4.1) in other parts of the sky as well. In Figure 4.4 we tsa® possible EoR fields
with this calibration applied. The minimuff},, region centered on 3h30m, -31s not far
from our calibration region. Pictor is still visible at thettom left and Fornax A is directly
overhead, scattering power due to its resolved structeeeKgjure 4.5). The bandwidth of
this image was limited to 10MHz to limit sidelobes due to Fors complicated spectral
structure. The sidelobes are worse than in Fig. 4.3 becag$ave not performed self-cal.
As we can see, the situation is not so dire in our "low foregaiuegion from chapter 3.
Here we have a 40MHz-wide image of the region centered on R3f£similar to Fig.
3.5) where the same calibration has been used. Both imagemahe same scale with
white pixels at 3 Jy or lower and black at 7 Jy or higher. D&spéving a slightly higher
Tsys, the field at 22h would seem to have to have less troublesonegrfinds. Both
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Figure 4.5: Fornax A. A slightly extended point source atNIB& (left) resolves into a double
lobed radio galaxy at 170MHz. A textbook example appareotifse confusion” (se&3.2) hap-
pening within our own band!

would seem to validate the Pictor field calibration. It istbstable and portable.

4.3 System Temperature
43.1 Tsysmodel

As in any faint detection experiment the system temperatutiee ultimate limit on the
instantaneous sensitivity and sets the required integrdtme. PAPER (and any other
wide field of view instrument) will have a component of systemperature due to smooth
bright galactic emission that spans the entire field of viewddition to any stable system
based component.

T(t,V)sys = T(t, V) sy + Trw (4.1)

While the sky component will vary with time and have a powev &pectrum, we expect
the the receiver component to be comparatively stable ahdglctrum. Realistically
there will be variability due to ambient temperature chandmit as this is difficult to
separate from gain variability we will not address it here.

A full sky map at 408-MHz by Haslam et al. (1982) has been comdbiwith scarce
other observations by de Oliveira-Costa et al. (2008) infiaciple component model
that predicts sky temperatures at 150-MHz between in a range~ 1, 800K at galactic
center to~ 80K at high galactic latitudes with a fairly consistent spdatrdex of -2.55.
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Figure 4.6: Using a single source model and the CA®Adpass task we solve the linear gain
equation (Eqg. 1.6), find a phase angle as a function of frexyy@md fit a linear delay and offset
model.

Roughly this spectral index means the temperature at 100 i81kigher than 200MHz by
a factor of 4.

We estimate the added temperature due to thel5Kky by integrating the sky model
multiplied by the primary bearl which is pointing at right ascension or local sidereal

met. [ At 8) % T(8) oy (3)ds? [ v\ °
,8) x T(8)sky(8)ds® (v
T(t,V)sky = A s (V_O) (4.2)

As we see in Fig 4.10 the theoretical temperature due to galamission peaks at
600K at 18 hours (near galactic center) and goes throughianin at 3.6 hours (galactic
coordinate$ =228b = —54°). In consideration of this unavoidable noise we have chosen
to minimize cost by designing our amplification system toehavsystem temperature
comparable to the colder part of the sky. Current laboratoeasurements estimate the
system temperature of the analog system at 120K. Limitieghet system temperature to
around 200K.

This region of very low galactic temperaturg3(<RA< 5) is useful both for its low
noise, and its minimal smooth foregrounds. It spans the 6 h&lr period used in our
fiducial sensitivity calculation. In the South these LSTdonenith at night during a period
beginning in June (with LST=23 hours) and ending in Febryangh LST = 5 hours),
each pointing being available for between 172 days stamidgine (longer nights during
southern winter) to 160 days for bins ending in February (aen).

With our first order calibration and beam model in hand, werang able to compare
this model with our data.
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Figure 4.7: Delay solutions found using the CA®%andpass task and a single source model of
Pictor A at transit. These solutions use only Pic A and byudidlg other bright but more com-
plicated sources like Fornax we are making an error in theahadibility and hence the delay
solution. This is most clearly evident in the two solutiond20 and 200ns which represent many
meters of delay that was not seen in the Chapter 3 delay @ol(Fig 3.2). However, we make the
same error every night, and can therefor interpret any vamian the solutions as being primarily
instrumental. This variation is minimal. The dip at day 3 ido a small change between the
two samples on that day that happens to affect the referariearaa and thus moves all solutions
by the same amount. In general, the instrumental variatieisee is much less than the difference
between solutions.
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Figure 4.8: Relative amplitudes found by calibrating ta®i@ at transit. Here we see the average
over the bandpass for solutions wighiv R > 3.

4.3.2 Observed system temp

There are several equivalent methods for estimating systemperature from a set of
visibilities. Let us use the autocorrelations to estim#ie $ystem temperature during
transit of our EoR field (LSF3h30m) and then compare with the observed temperature
of the crosses.

The autocorrelation measures the power from a single aatend is a direct estimate
of system temperature.

2
2
- %’Tsys (4.4)

whereK = n.A/(2kg) is the conversion from Kelvins to Jys and the receiver frowt e
contributes an additiondl., which is thought to be approximately constant and spegtrall
flat. The effective antenna aretis approximately related to the integral of the beam
primary beamA(s) by the diffraction equation

A = %2 (4.5)
)\2
EC o)
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The efficiency {.) is included for consistency with other derivations (Thmip,
1999) but amounts to an overall normalization fomwhich can roughly be considered
to be related to the width of the beam. In fact we found it mapeéient to consider this
relatively unknown factor (regardless of its physical digance) as an overall scaling of
the galactic temperature model. Writihg= A/(2kp) we may absorb the. into 7., and
rewrite equation 4.1

y o
T(t, V)sys - 1/778T(t7 VO)sky (V_(]) + Tr:c (47)

Given the measurefi(t, v),,, shown in thick black in Figure 4.10 and the galactic model
(dotted line in same Figure) we find a linear least squaresisalforr, and7,., of (1/7. =
0.86,T,., = 206K). If we interpret the;. as an actual efficiency and a correction to the beam
model the actual receiver temperature is closéf,{gn. ~ 180K. This implies an overall
uncertainty of about 15% in the system temperature or abeut,/1/n. ~ 7% in the
width of the beam.

Of course other things can contribute excess noise, moablyothe RFI seen most
clearly as the spikes at 137 and 150MHz. Neither is the rm&i@fctoss-correlations,
which is ultimately what we must overcome by integratiortirety due to the uncorrelated
noise at each antenna. As we can see by computing the rms ohammel differenced
correlations.

Each channel of visibility measuremants the product of the signal + noisg+ n;,
averaged oveN = df x dt samples wherdf is the channel width andt is the length of
the integration

(vig)n = ((si +ni)(s5 +n5))n (4.8)

Working out the cross-product and assuming the noise olbeysdntral limit theorem,
each component will decrease AV

(Vi) v = (8i8;) + (sin;) VN + (s;n;) /V'N + (nin;) /VN (4.9)
Differencing adjacent channels, ¢)
Avi; = (vi)h — (vi)% (4.10)
= (5:8;)" — (8i8;)7 = 0 (4.11)
N <n\i/f%>p _ %‘?%V (4.13)

we find that the signal terms (4.11) cancel exactly.
Squaring and averaging the result over many time and bassfimples and ignoring
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Cross terms

(1A i) NDije = 2((n*)?/N (4.14)
+ O({({sn)? — (sn)?)*/N)) (4.15)

we find a noise term (4.14) and terms proportional to the dévie of the noise-signal cor-
relation (4.3.2). These require careful attention as tlayaontribute to our measurement
error.

In the signhal dominated case, the difference approachesa®the signal correlations
did in Eq. 4.13. In the noise dominated case the noise-sigoraélation will be at a
minimum where we may also safely ignore these terms. In tteermediate, SNR case,
the correlation(sn) is at a maximum and would presumably contribute additionéen
In the following let us assume that we are not in this regimesgo zero

(1A i) [P)ije = 2(n?) /N (4.16)

that depends only of;,.

VAV iV dfdts T
\/§9in

Where we have substitutdd, for the accurate but cumbersor;) v and replacedV
with the explicit number of samples in a channel. We plot #sulting measurement as
the thick grey line in Figure 4.10.

Atlow frequencies, wherg;,, is higher, the rms agrees well. Athigher frequencies the
agreement is not so good. Whether this is due to our SNR ajppation or our channel
differencing to remove the signal is not clear.

ms /2 Tsys (417)

4.4 Conclusion

In this Chapter we have found that the crucial delay calibrais stable over many re-
peated observations, incorporating new gain solving ttmt so. These gain tools are
really a small part of the larger CASA toolset which we havpesknented with as the
beginnings of an alternate pipeline. We demonstrate olvrasion and use of advanced
imaging tools by imaging regions of interest including Gamtus A and an EoR Field
where foregrounds and,, are minimal. Using observations over a 24 hour period we
have modeled the receiver temperature and compared wih @atnalysis summarized
in Figure 4.10. Using the auto correlations we compute tstesy temperature over a full
day which we found is broadly consistent with our model beammodel of the sky, and
a system temperature of 180K. We then found that the aut@lation spectrum at our
EoR field runs from 300 at 120MHz to 200K at 180MHz. We then dadkat the noise on
cross-correlations is only approximately equal to theaystemperature. We then found
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A freq = 142MHz, z=9 B LST = 3h 36m

Tsys [K]

5 10 15 20 120 140 160 180
local sidereal time [h] Freq. [MHz]

Figure 4.10: System temperature is due to a combination pf(d&tted) and reciever noise
(dashed). Ty, is estimated by the auto-correlations (thick black) andsorrelation rms dif-
ference (thick grey). We estimate the sky temperature byateimg (Eq 4.2) the primary beam
model.A with the sky model by de Oliveira-Costa et al. (2008) and iexesa spectral index of -2.55.
The overall efficiency of the beam which sets the scale ofklzdesmperature remains uncertain as
does the exact reciever temperature. Here we have usedhgofipéctrum and the time series to
jointly solve Tyys = 1/nTsky (t)(f/f0) %5 + T, for n. = 1.14 andT,., = 206K. The resulting
model is shown in thin, solid. From this we can see that oumbisaslightly narrower £ 7%) than
modeled and that there is BD0OK excess of variance frequencies above 150MHz . Whetheisthis
due to our SNR approximation or our channel differencingetnave the signal is not clear.

that the noise on the cross-correlations is consistentyjthbelow 150MHz but diverges
to higher temperatures above this frequency.

In even the worst case the temperature never goes abd0eK, which is little more
than half the 500K assumed in our sensitivity estimate. iff il stable over many days it
could decrease the required integration time by a factor @fZourse this assumes that
the noise is stable and obeys the central limit theorem legmating down, an assumption
we will explore in Ch. 5.
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Chapter 5
Sengitivity

In this chapter we investigate the matter of instrumentiltyland its ability to reach a
useful sensitivity level. In Chapter 1 we found that eachust be sampled to an SNR of 1
before multiple modes of the same length can be profitablyotoad. Working backwards
from a given configuration and hypothesized EoR amplituddouad in Parsons et al.
(2011) that each baseline must integrate down as noise foogimately 120 days for a
precision of one part in ten thousand. In this Chapter we naakist assessment of the
ability of the instrument to reach this level. In Chapter 3 feand that a single delay
and amplitude calibration worked well enough to combine tlays of data separated
by 5 months. It was accurate enough to allow us to integrateremtly to make flux
measurements consistent with catalogs. In Chapter 4 wéeeethat these delays are
stable from day to day. Here we will asses stability on a ghnaime-scale but with more
data. While we lack the 120 days of observation required achréheSNR ~ 1 level,

in §5.1 we devise a simple test to asses the degree to which ae imbégrates down and
in §5.3 and§5.4 we apply this test to our 11 day data set at two points irptbeessing
pipeline noting the effects on the integrating properttegaious delays.

51 Theory

5.2 Computing the Power Spectrum

In §1.4.2 we noted that the epoch of reionization is thought tddoetemporal” over

a redshift range oflz ~ 0.5 which at the redshifts of interest is a mere 6MHz out of
the available 80MHz. This dichotomy lead quite naturallyvo useful approximations.
Over wide bandwidths the linear dependence of the coroglgtihase on frequency means
that the Fourier transform of a visibility to "delay” spacdlvisolate the foregrounds to
within the range of physically possible delays, ie the ligavel time across the baseline.
Over the relatively short bandwidth relevant to reioniaatithe opposite is true. Over
6MHz the change in phase with frequency is small enough torgnIn this case the
Fourier/delay transform of each baseline is a sample of ih@@wer spectrum as we
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showed schematically in Figures 1.7 and 1.6. Here we wilhpéalate the derivation in
more detail, for even more detail see Parsons (2008).
Recall our flat-space, flat-array approximation of the mesment equation

Vij = / I(1,m, v)e =20/ gl am (5.1)

Let us model the sky as being a single source of Huat positions
V = Sexp[—2in§ - l;l//c] (5.2)
The Fourier transform along the frequency axis is (in thenitdicase) a delta function

V =8d(n—3-b/c) (5.3)

and we recall that the dot product of the baseline with thecdirection is simply the
geometric delayd) of the source. This source might occur anywhere along theyde
spectrum corresponding with delaless than the light-travel length of a baseline which
could be anywhere between 5 and 300m or 16 and 1000ns lighdl tiene. A good
fiducial baseline length for EoR is around 133ns (20 waveles)gthough throughout our
analysis we will favor the fractional delay (), where the baseline length in question has
been divided out. Over an infinite bandwidth an ideal coitecof point sources would
occupy fractional delays between -1 and 1 with those at thedisignificantly attenuated
by antenna pattern. (See simulation§%n2).

Of course a source with non-flat spectral shape will necigdamve a wider delay
spectrum. Most sources are thought to be primarily smooththans limited to only a
relatively small number of delay bins. A worst-case scenaright be a steep spectrum
source with strong absorption that peaks near the centerdf@-MHz-wide band but is
well below the noise near the edge. Modeling this as a gaus$iaidth 50MHz we see
that it corresponds with a delay smearing-ofl /50MHz ~ 20ns. Compared with a typ-
ical baseline length of 200ns, and calibration errorsln§, we see that even pathological
sources will most likely lie well within delays shorter thtre physical baseline length.

This technigue might be used to good effect by first using tigke Wwandwidth to isolate
and filter the bright foregrounds before computing the pospactrum on a more narrow
frequency range. It is essentially identical to the DDR fiitg used in our foreground
imaging §3.3.1) but widened to include the entire sky. However, tleephess of the
noise power spectrum places strict requirements on th@sess or PSF of such a filter.
In this work we are not yet concerned with precision measergmin the SNR "sweet
spot” but rather the statistical properties of the noise itated portion of the spectrum.
At higher delays a wide PSF may still scatter power as we camgasimulating the delay
space spectrum of a single source at various elevationsavgtjuare bandpass.

The PSF of a square bandpass of widths a sinc function{in(nB)/nB) of width
1/B and introduces ripples sometimes known as Gibbs oscitlatioich mix power be-
tween many channels. The solution to this limited bandpass first multiply the spec-
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trum by a sinc function so that the resulting psf is squards Ehstill imperfect because
the sinc function goes to zero at infinity but our bandpas®tdnfinite, so we multiply
by an additional weighting function that smoothly appraechero at the band edge. This
collection of weightings is known as Polyphase Filter BaRkB) and is also used by the
"F engine” of the correlator. Addition of RFI flagging furthdistorts the PSF and gener-
alizes this problem to one of deconvolution of the true dsjagctrum from the convolved
PSF, a process for which CLEAN is well suited. Using CLEAN tompute the optimal
delay transform in the presence of RFI is discussed at lendgdarsons & Backer (2009)
which we will will only repeat in outline: CLEAN iterativelfinds the brightest channel in
the delay spectrum, subtracts a fraction of this power deedowith the PSF and repeats
until the residual rms reaches a minimum threshold. As wesearfrom our simple simu-
lation in Figure 5.1, combination of the two methods proveisegeffective at achieving a
high dynamic range and minimizing the degree to which smém#yground sources leak
into higher delays.

Of course the sky will have many sources, which will necelsanit the effectiveness
of CLEAN leading to leakage of power to "non-skyd¢| > 1) delays. In Figure 5.2 we
see a simulation of a single baseline (8-12 in Fig 2.4) obsgrour EoR field. Here we
have simulated a visibility spectrum for the complete MR@at®y (se€§3.1) to~ 1 Jy
with a 1mK noise floor sufficient to constrain reionizationdets and typical flagging
of the satellite channels. The resulting delay spectrunoieground dominated within
|d¢| < 1.5 a promising result for a young technique and enough to assuanoise power
spectrumd| > 2 uncontaminated by foregrounds.

5.3 Integrating Power Spectrum

Let us assume that the power spectrum is dominated by a flatsizawunoise component
and a stable foreground component composed of spectratiptbnsources. As described
in §s 1.4.5 and 5.2 these will dominate the power spectrum aysistzorter than the length
of the baseline|(;| < 1). Athigher delays the amplitude of the noise power spectailin
decrease by /N as N samples are added. Non-gaussian noise will continue tgriute
down but at a much slower rate. The presence of signal powetalcross-talk, scattered
foregrounds or even EoR will be signaled by a complete lagetiff of the power as more
samples are added.

When looking for EoR we will look at bandwidths of only a few Mtbver which
evolution will be minimal. However at this early stage we gliobe careful to separate
the foreground and noise dominated regimes in order to gettarkhandle on the noise.
So for the following we will use the entire bandwidth (80MHxhich will put more delay
bins between noise and foregrounds and enable better CLigAdithe foregrounds. In
the future we envision this being the first step to filteringefrounds which change little
across the band.

As discussed i§1.4.2 the interferometer measures the correlation of thetrét fields
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Delay Flux [Jy Hz]

fractional delay d; [n/[b|/c]

Figure 5.1: The delay spectrum (bottom) of a steep spectnug {2) source (top) over a range of
elevations. The limited band and spectral slope combinedties power to high delays (dotted).
Using a polyphase filter bank to weight the spectrum elineigdhe sharp transition at the band
edge and drastically increases the dynamic range of theftnan (solid). In both cases the beam
response (dashed) smoothly approaches zero near therholi¥ith its earth pointing nulls the
beam only affects the source amplitude without injecting sectral features/delay smearing due
to secondary lobe response. Here we give the delay speadtrifractional delay units, where the
delay is divided by the length of the baseline.
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Figure 5.2: Here we have a model of the sky for baseline 8-%2mmgg 120 days of perfect
integration towards 3h30m -31d. Here we have simulatedihilifig spectrum for the complete
MRC catalog (se€3.1) to~ 1 Jy with a 1mK noise floor sufficient to constrain reionizationdels
and typical flagging of the satellite channels. The delayxspeof the components of the model
are shown in grey while the transform of the sum is shown iclblalhe net delay spectrum is
consistent with noise above5 < |d|, a promising result for a young technique and enough to
assure us a noise power spectrigtp| > 2 uncontaminated by foregrounds.
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between two antennae.
Vij = Ei(t)  E;(t) (5.4)

which is computed by the correlator with the EXnethod
Vi; = E(w); x E(v); (5.5)

whereN; samples of E are used to find the Fourier transform

E(v) =Y E(t)e*™ (5.6)

The electric field from each antenna consists of a signalishedrrelated with other an-
tennae, and a noise part that is not. The noise will have zeanmand an rms amplitude
given by the system temperature. As we have seen, over a gacithh of our band, the

correlation noise is equal to the system temperature. Thielation of the noise will also

have zero mean and a proportional rms (ala Eq. 4.16)

rms(V},) = rms(E, ) N,V2 (5.7)

as will the Fourier Transform of the visibility spectruméttielay transform), which is just
the inverse of the original transform in the correlator,uflo we have now associate the
time variablet with the geometric delay

Ny
7 1 —2imnv
Va(n)i; = N, ZVn(V)e( 2 (5.8)

the square of which is an estimate of the powesn the Fourier modé corresponding to

(u,v,m) )
P, = |V,? (5.9)

where the subscript is a placeholder for repeated sample index and could be wsed t
index time or redundant baselines. Here we will limit to aginbaseline and, for now,
drop the antennay) index. Where the mean is proportionalfg,, as given by the noise
spectrum in Equation 1.20 and is spectrally flat in delay.

For a noise dominated delay adding more samples (summing ovgrwill drop the
magnitude ag /N

2

Py =

Sl V(d),
‘1T (5.10)

= P%/N (5.11)

IFourier transform and cross-multiply
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Of coursePy is also a random variable with amplitude randomly deterhimgwhich N
samples we use for the average. We find a more robust estisrtheéxpectation value of
Py averaged oveb/ draws of N samples?

M
(Pyn)y = Lozt P (5.12)

whereN,, is themth randomly chosen set of N samples. For each of theagerages we
can also compute the variance of our power spectrum measatem

P, — (Pn)ul?
M

Let us verify this chain of reasoning and validate our stigasintuition by performing
a simple simulation. Our interferometer measures the ladioe between two electric
fields, which are zero mean, and in the case of noise, unatetkl Let us draw two
sets of 2000 electric field measurement$, ;) from a unit width, zero-mean normal
distribution, compute the FX correlation, followed by theal transform, and finally the
expectation (Eq. 5.12) averaging of N samples in a singlaydein as described in Eq.
5.11. As we see in Fig. 5.3, the power does indeed decreastyeaa expected all the
way to N = 2000. As we examine real data let us decouple from the questioheof t
magnitude of the instantaneous sensitivity which as dssiliing4.3.2 depends offi,y s
and gain calibration by simply dividing out by the N=1 or imstaneous power to get a
unit variance powes y

o(Py)? = 2 (5.13)

(5.14)

Let us now choose a single well behaved baseline and exaroiwevarious delay
bins integrate down. In particular we are interested in hovs lat key delays like those
corresponding with the longest possible sky delajs= 1) and those very high, noise
dominated delays far from any smooth spectrum foregrousgds( 1). For comparison
we will also add the zero delay bin corresponding to powehatzenith, and several
other fractional delays in useful regions. Baseline 8-12490m (20\) east-west baseline
bisecting the north half of the array (see Fig. 2.4). The shaseline was used as our
fiducial baseline irg1.4.2 and is approximately of the same scale and orientasahe
row spacing in the high SNR grid configuration being conteatedl for PAPER’s EOR
observations.

Not only are we curious about PAPER’s ability to integratevdaunder optimal con-
ditions, we should also examine the relative significancéhefvarious issues explored
above. Let us examine the degree to which various procesgpg described in Chapters
3 and 4 can affect the noise statistics.

2Randomly chosen samples found by drawing without replacénhepractice, the entire set is randomly
shuffled before summing over the first N samples.
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Figure 5.3: Integrating the power spectrum of a noise dotadhuisibility. The power (black) and
error bars (grey) track/N + % (dotted) as expected.

Consider the Pictor calibration field observations usedudyscalibration in the pre-
vious chapter. These first few observations should get usttonaan order of magnitude
of our 10~ relative sensitivity level. We will begin by consideringtdahat have had one
run of RFI removal and have been averaged to 129kHz.

As we can see in Figure 5.4 all delay bins appear to be noiséndded when only a
small number of samples are included. Aft@minutes the the brightest delays begin to
stabilize on the foregrounds and after an hour, the resteofdreground channels begin
to deviate froml/N. In the same figure we also see the complete power spectruahwhi
clearly suffers from elevated power out to almost doubleimarn sky delayl; = 1. To
see why this is the case we must now consider more carefdlpribperties of cross-talk.

54 CrossTalk

To understand why we have hit a floor so early lets reconsidesionplified correlation
of two signals from equation 4.8

(vig) = ((si + i) (85 +ny)) (5.15)
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Figure 5.4: The unit variance power spectrum for LST=5h2Riat6r field) on baseline 8,12 as
a function of sample count for selected delay bins (left) tre@lcomplete spectrum with ther 1
bootstrapped error region in blue and standard deviatignay. Even at fractional delays as high
as 1.5 the power spectrum has leveled off by the 11th day bghatithe even the highest delay
bins appear to be deviating from a steddWw decrease (dotted lines). Our sensitivity goal of 120
days shown as a the solid line on the left. If the power specttifractional delays above unity
is consistent with noise the bulk of the samples (and the gaaywill lie between the dotted lines
indicatingl/N + 1/2N.
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Only the signals are correlated with each other, so givengémough integration or high
enough SNR the correlated power should be a perfect estoftte theoretical sky signal.

(vij) = (s58;) (5.16)

As mentioned briefly i33.3.1 a common problem at many radio wavelengths is crdiss-ta
When this happens, a signal from antenna i becomes conttadibg a certain amount of
signal from antenna j.

(Vig) = ((si+ni+e€i(s; +ny))(s; +ny +€ij(si +ni))) (5.17)
= (sis;) + €i((87) + (n3)) + €;((s7) + (n7)) (5.18)
= (si85) + €ilvj;) + €ij(vii) (5.19)

This extra term is an additive offset in the complex planesuksing the coupling factar
is stable, it would have a constant phase and an amplitutiealias proportionally to the
autocorrelation which changes slowly with time (see Fig0J.

When the signal crosses the boundary between antenna@ppdrhatween cables or
through power lines it acquires some characteristic dglayrhe amplitude of the correla-
tion depends both on the autocorrelation signal strengthedisas the coupling efficiency
a(v);; ‘

€ij = Oé(V)Z'jeusijV (520)
Essentially the cross-talk can be modeled as a per-baggingesponse to the auto cor-
relation which looks like offset in the complex plane. In mpaaspects it is similar to the
"baseline” of a single dish or spectral line observation ancemoved in the same way,
with a temporal low pass filter. The amplitude is proportidodhe autocorrelation, which
mostly varies slowly as the galaxy passes overhead excépt fiew cases of narrow-band
RFI which must be flagged in any case.

As the true visibility is, by definition (Eg. 1.5), zero mearewn integrated over a
time longer than it takes for the phase to undergo a compiétgion, the residual after
such an average is a good estimate of cross-talk contaminalls we can see from the
autocorrelation time series in Figure 4.10, the crosssaluld be very slowly varying
and repeat nightly. Indeed, after a 3.5 hour average ourifilbaseline has an average
complex value (shown in Fig. 5.5) that is quite stable froghihto night.

Cross-talk is most clearly visible in waterfall plots of fhigase and amplitude as shown
in Figure 5.6 where the eye easily picks out the constaneb#iad increased amplitude
over the quickly varying source fringes. The effectivenafssur simple average subtrac-
tion is also clearly evident in the same figure.

Returning to the power spectrum, we can see that crossdalkval has significantly
improved outcomes here as well. Comparing Figures 5.7 aha@& see that all fractional
delays above unity are now much more consistent with noisie thve greatest improve-
ments at fractional delays between one and two. Despite ihggrovements there is still
a slight deviation from linear decrease in power which growsignificance as we add in
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Figure 5.5: Averaging the complex visibilities over 3.5 howe see that many channels have a
stable offset in the complex plane. Here we see the real pdhisoaverage on each of our 11
days (colors). For clarity the rms error bars on each day baes omitted. The average of these
measurements and the quadratic average of their errordossinsivn in black with grey error. Some
channels are clearly experiencing a larger, coherentetoffsth a linear slope consistent with a
delay-like coupling phase. Others appear to be relativelg bf contamination with an average
consistent with zero. The variation from day to day, execgpbay 0, is almost entirely due to gain
drifts which at this stage of the pipeline have not been caidd.
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the last few data points.

5.5 Conclusion

As we saw in Chapter 4 the variance of the crosses does noysibeyT,,,, = T;,,. If
this is due to terms of orddrn)/+/N we would expect to see this continue to integrate
down asl /v/N while the spectrum below 150-MHz would be unaffected. Stepsitigate
this will be coupled with a deeper exploration of the crosg-@ation temperature by
exploring the spectral and temporal behaviorSgf. The other possibility is residual in
the cross-talk subtraction as the autocorrelation chasigggly over 3.5 hours. We know
that the cross-talk can have an effect at high delays. Fuwtork will focus on more
careful removal of cross-talk by building a model using thaorrelations. If it is cross-
talk residualsSy will flatten out while noise-signal cross terms will contento integrate
down, albeit more slowly.

In this chapter we explored the ability of a single baselomtegrate down. To do this
we carefully implemented the delay transform to isolate @oat low delays, which we
verified with simulation. We then showed and verified via dation that noise dominated
correlations will integrate down as N. We then explored the degree to which this was
true in the high delay/’noise dominated” portions of the pogpectrum. By averaging the
amplitude of the noise-dominated delay spectrum over arasing number of samples
we showed that minimally processed data only average dowa $tort time. We then
took a closer look at cross-talk and found that it was prityani the form of a complex
offset proportional to the autocorrelations which we restwty subtracting a long time
average. Post-cross-talk removal the rms of the correlatitegrated to a much smaller
value, though a slight departure frofiN was still in evidence. A crude extrapolation of
the trend would imply that a much longer integration (895diagtead of 120) would be
required to reach th&0—* level. Naturally, this result requires further study pautarly
by extending to more baselines.

After subtracting this nightly average we see that some eftigh delay channels
which formerly did not integrate down coherently, now do Ba( 5.7). While all high
delay channels are now achieving a lower noise floor, seab@le a fractional delay of
unity are beginning to show signs of a shallower slope, bbssndicating a departure
from gaussian noise, or sky signal being scattered fromrowkys by RFI flagging.

82



Time [h]

180 120 180

Frequency [MHz]

Figure 5.6: Amplitude and (left column) phase waterfalightt column) before (top) and after
(bottom) subtracting a 3.5 hour average. The eye easilyspick the constant phase offset and
increased amplitude over the quickly varying source frin@ep). The effectiveness of this average
subtraction operation is remarkably effective.
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Figure 5.7: The scaled power spectrum after cross-talk vamwith axes and colors as defined
in 5.7. Comparing with our previous power spectrum we seedlhdelays above fractional delay

unity (the black lines) are now consistent with noise whichlmost as low as it could be. Despite
the slight elevation above the desired sensitivity we se¢herleft that the power level in the

noise dominated bins is still integrating down albeit atighdly slower rate. Compare the power
spectrum on the right with our cartoon in Fig. 1.6.
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Chapter 6

Conclusion

The Epoch of Reionization is in many ways the next great aetrocal frontier. While
the physics leading up to the event is global, the reioropatif hydrogen is very likely
due to stars and AGN. It is the handoff between global cosgysémd local astrophysics.
However astronomy at these redshifts is non-trivial. Ortigadful of quasars and galaxies
abovez ~ 7 while nothing is yet known about the hydrogen. Experimengscairrently
focused on measuring the power spectrum of 21cm radiatidheagas is ionized and
experiences a brief period of high variance as HIl regiomeag through the IGM while
others look for the global signal. Both seek,,,, the redshift at which the IGM was
~ 50% ionized.

As we discovered in Chapter 1 current measurements aresooflenagnitude above
even the most optimistic simulations but experiments (RRE€ER or the MWA) are pro-
jected to have useful sensitivity levels and the abilitydastrain a larger fraction of mod-
els. In the foregoing we asked one broad question: Is PAP&tesenough to integrate
down to the predicted sensitivities?

We approached this question from several angles. First wedr(@ Chapter 3) that
imaging is a good metric of calibration and proceeded to useaall amount of data (two
nights) to image the entire sky below +t@clination. Extracting the fluxes of many
known sources we found that their values compared well wittwkn catalog values while
noting that catalog comparison is an error-prone procebss datalog is publicly avail-
able. Next we asked if the calibration assumptions we mattesiwork were justified. In
Chapter 4 we explored the time variability of calibratioreoan 11 day period and found
that though the accuracy of the solution depends heavilhersky model, there was no
evidence of destructive variation in delay or amplitudetration. We then used this cali-
bration to experiment with imaging and to get a first look aPER'’s system temperature.
The system temperature, as measured by the autocorrslasofairly well modeled by
the known sky temperature distribution, primary beam moaletl a slightly higher then
expected receiver temperature. The temperature of thenwss-correlation, the temper-
ature that actually matters to the EOR power spectrum, gseea with this modedt low
frequencies but above the middle of the measured band begutigerge to higher val-
ues. Whether this somewhat surprising fact is due to rek&igaal-noise correlation or
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perhaps some kind of RFI can only more investigation can sayany case, the actual
rms temperature is lower by almost half than that used to coenpur sensitivity. Finally
(Chapter 5) we explored the degree to which the noise "iategrdown”. Will we, after
120 days, realize rms levels that are smallet pf{Nsamples)? Though we lack 120 nights
of data we can verify that after 11 nights, we are on the rigtaid. To illustrate the impor-
tance of this question we compare the degree to which a soagleline integrates down
before and after cross-talk removal. The best possibldtsatysafter cross-talk filtering
still retained a slight deviation from optimal sensitivitfwhether this is due to residual
RFI, cross-talk or the statistical properties of noise assrcorrelated signals remains an
open question.

Taken together we have learned that PAPER is quite stableaniéasonable system
temperature. It is subject to cross-talk which might be ngeahle in post-processing
but could be better handled at the instrumental level. Sligtonsistencies in the system
temperature and sensitivity need further exploration. dllimate effect on the sensitivity
level is not clear but the large improvement simple processieps like cross-talk removal
can make suggest that a more comprehensive attack on themralil earn that last bit
of sensitivity and make a detection of hydrogen during thedbpof Reionization.
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