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ABSTRACT

COMPARATIVE STUDIES OF HEALTH AND MORTALITY
Jessica Y. Ho
Irma T. Elo

This dissertation consists of three comparativdistuof health and mortality which
address major topics in the field: persistent nibytdisparities within the U.S., how
mortality in the U.S. compares to other high-incacoantries, and early life
determinants of adult morbidity in developing cated. The design of these studies is
predicated on the belief that we can draw meaningferences from comparisons across

populations.

Chapter | examines the contribution of smokinglaxk-white mortality differences

above age 50 from 1980-2005. This study showsstaking-attributable mortality
accounted for 20-40% of the black-white mortaligqpgamong males between 1980-2005,
but accounted for almost none of the black-whitetedidy gap among females. The
results support the hypothesis that later initmand lower rates of smoking cessation
among black men may contribute to their higherlewé smoking-related mortality

relative to white men.

Chapter Il provides a comprehensive assessmentSofribrtality relative to other high-
income countries. This study demonstrates thatahtyrdifferences below age 50
account for the majority of the gap in life expexta at birth between American males
and their counterparts in other high-income coestrAmong females, this figure is 41%.
The major causes of death responsible for Ameriet®ess years of life lost below age

\Y



50 are unintentional injuries, noncommunicable as&s, perinatal conditions, and
homicide. This study also finds that the U.S.’squiei pattern of age-specific mortality

rankings holds for birth cohorts whose mortalitpesience spans the period 1935-2005.

Chapter Ill explores the association between twasuees of early life conditions and
adult morbidity in six countries. The findings frahis study indicate that those born
during the autumn in Ghana, Mexico, Russia, andtSAfrica and during the monsoon
in India experience a health advantage. In Chimaautumn-born experience a health
disadvantage. This study also finds that pre- astnatal rainfall and temperature
conditions are associated with adult health outcsymparticularly height and blood
pressure. The results provide support for the thgsms that early life disease and

nutritional conditions are important influenceslater life health.

Vi
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CHAPTER I. The Contribution of Smoking to Black-White Differences

in Mortality*

I ntroduction

Black-white mortality differentials in the Unitedd®es are sizeable and persistent, and
pose a significant, longstanding public health esncThe black-white gap in life
expectancy at birth has fluctuated over time, rerh recent peak of 8.5 years for men
and 5.8 years for women in 1993 before declining.Boyears for men and 3.6 years for
women in 2008 (National Center for Health StatsfldCHS] 1997; Arias 2012). In
contrast, after about 1990 the black-white gapfénedxpectancy at age 50 stagnated for
males, and it declined only slightly for femal&sgure 1.1). Given that 88% of black
males, 93% of white males, 93% of black femaled, @ of white females survived to
age 50 in 2008 (Arias 2012), an improved understanaf the factors contributing to

this persistent black-white disparity in mortalétyolder ages is needed.

Despite the large literature on black-white hedidparities, the reasons for their
persistence have not been fully resolved (e.g.,dBgeStith, and Nelson 2003; Williams
et al. 2010). In this study, we focus on the cdwitibn of smoking to black-white
differences in mortality at ages 50 and above. Sngpis the leading preventable cause
of premature morbidity and mortality in the Unit8thtes and has strong links to chronic
diseases that are prevalent at older ages (U.SarDegnt of Health and Human Services
[DHHS] 2000). For example, in 1980, 87%-95% of lwamcer deaths occurred above

age 50 among black and white males and female20BY, these percentages had

! Material from this chapter has appeared in Ho dd &lo IT. 2013. “The Contribution of Smoking to
Black-White Differences in U.S. MortalityDemographyb0(2): 545-568.
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increased to 92%-96% (NCHS 2010a). Cohort smokisigtes and period data on
smoking behavior — smoking prevalence, intensigsation, and duration — suggest that
the magnitude of smoking-attributable mortalityregse ages may differ between blacks
and whites, especially among males. Consistentthithspeculation are the higher death
rates from lung cancer and other smoking-relatedrob diseases among blacks than

whites (Haiman et al. 2006; Harper et al. 2007).

In this study, we integrate multiple approaches @aid sources to provide a
comprehensive assessment of the contribution oksmgdo black-white mortality
differences. To the best of our knowledge, no mesistudy has examined the
contribution of smoking-attributable deaths to rabty trends among blacks or to trends
in black-white mortality differences at older agkeentifying whether smoking is a major
contributor to black-white mortality differencesimsportant. Smoking is a potentially
modifiable health behavior, and lung cancer risgagsitive to smoking intensity,
duration, and time since quitting. Furthermoregd®aining the proportion of excess
mortality due to smoking among blacks and whitdsimiprove our understanding of its
role in mortality trends and differentials. We fititht smoking has contributed to the
black-white gap in life expectancy at age 50 fotesaaccounting for 20%-40% of the
gap between 1980 and 2005, but not for femaleskBm@lso explains a larger portion
of the sex gap in life expectancy at age 50 fockdahan for whites. Estimates of the
fraction of deaths attributable to smoking above 5@ are slightly greater for black
males than for white males, and among males, dusraoking status explains about 20%
of the black excess risk in all-cause mortality\aage 50 in the absence of adjustment

for socioeconomic characteristics. These findirg#rtbute to our understanding of the



role of smoking in driving contemporary mortalitgnds and differentials and reinforce

the need for interventions that better addressi¢aels of all groups.

Background

Black-White Differences in Smoking-Related Mowalit

Smoking substantially increases the risk of demtimfcardiovascular diseases, including
hypertension, ischemic heart disease, cerebrovarsdisease, and atherosclerosis, and
respiratory diseases such as pneumonia, influémaachitis, emphysema, and chronic
airway obstruction (DHHS 1989; DHHS 2001; RogeraleR005). Smoking is also a risk
factor for 15 cancer sites (Doll et al. 2005; IAR@04)? For cancers of the esophagus,
kidney, lung, larynx, oral cavity, pancreas, pharyend urinary bladder, estimates of the
excess risks associated with smoking range frotofaof 3 to 20 (IARC 2004).
Furthermore, estimates based on the Cancer Preuesittidy Il (CPS-11), a prospective
cohort study in the United States, suggest thisaast 25% of deaths from nine cancers
(bladder, esophagus, kidney, larynx, lip, lung) oeity, pancreas, pharynx) are
attributable to smoking (DHHS 1989; Preston, Gleid Wilmoth 2010). One recent
study estimates that smoking cessation was redgerisr at least 40% of the decline in

male cancer mortality between 1991 and 2003 (Detyert al. 2008).

It is well-known that blacks suffer disproportioagtfrom smoking-related diseases,
with the exception of chronic obstructive pulmondisease (COPD) (Burns et al. 1997;

DHHS 1998; Haiman et al. 2006; Novotny et al. 1988jiams and Collins 1995).

2 These 15 sites are the kidney, larynx, liver, lungeloid leukemia, nasal cavity and paranasalssisu
nasopharynx, oro- and hypopharynx, esophaguscavitly, pancreas, stomach, ureter, urinary blacdate,
uterine cervix (IARC 2004).



Many of these smoking-related diseases have beglicated in the black-white gap in
life expectancy. For example, Harper et al. (200@&tified cardiovascular diseases
(heart disease, hypertension, stroke, and othdiosascular diseases) as the leading
causes of black-white differences in life expecyaaicbirth in 2003. Together, these
causes accounted for 1.9 years of the 6.3 yeaingajle life expectancy and 1.9 years
of the 4.5 year gap in female life expectancy. Tcéacer-related mortality explained
close to an additional year of the black-white &fg@ectancy gap among men, and
slightly over half a year among women (Ibid.). D&tan the Surveillance, Epidemiology
and End Results (SEER) cancer registry show th20@7, blacks had higher death rates
than whites from most smoking-related cancers, thighexception of cancers of the
kidney and urinary bladder among males and camfehe lung and bronchus among
females® Data on smoking-related cancer incidence and wairare generally consistent
with racial disparities in cancer mortality, wittabks having higher incidence and lower
survival rates than whites (Clegg and Ries 200Wdtds et al. 2010; Wong et al. 2009).
Furthermore, blacks appear to be at greater riskngf cancer than whites at lower levels

of cigarette consumption (Haiman et al. 2006).

Black-White Differences in Smoking Behavior

Burns et al. (1997) have made the best reconstrucfi cohort smoking histories by race
and sex using data from the National Health Inemwsurvey (NHIS), including an
adjustment for differential mortality by smokingaits. For birth cohorts born between

1920 and 1945, black males were slightly more jikelbe ever-smokers than white

% These are age-adjusted death rates for the papukged 50+. SEER provides statistics for theofeihg
smoking-related cancer sites: kidney, larynx, liyeng and bronchus, oral cavity and pharynx, eagph,
pancreas, stomach, urinary bladder, and cervix. uter

4



males. In contrast, white women from these birthocts were more likely than black
women to be ever-smokerSigure 1.2) (Ibid.). Burns et al. (1997) also found that kdac
males had substantially lower smoking cessatiasrtitan white males, with smoking
cessation beginning 10 to 20 years later amondsbldman whiteskigure 1.3 shows
annual quit rates among three 10-year cohortsamkdnd white males born between
1920 and 1949, which overlap with the cohorts ia #malysis (those aged 50+ in 1980-
2005 or aged 50-84 in 1997-2003). For each birtlodo quit rates were substantially
lower among blacks than whites. Similarly, smokeegsation among black females was
lower than among white females (lbid.). These déifees in smoking cessation are
unlikely to be due to differences in the desirgud because surveys show that blacks

appear as or more likely than whites to want ta spnoking (DHHS 1998).

Figure 1.4 shows current smoking prevalence (percent cuamiokers) at each age
among two 5-year birth cohorts for black and whitgles. For the 1920-1924 birth
cohorts, white males were slightly more likely ®durrent smokers until age 28, when a
crossover occurred. Between ages 28 and 66, blatdsrwere more likely to be current
smokers at every age, and the black-white diffexemdened with age, reaching a peak
of 16% when males in these cohorts reached theiffifies and early sixties. For the
1940-1944 birth cohort, the crossover occurredexaahd widened more rapidly,
maintaining a black-white gap of at least 10% férygars (between ages 30 and 46). We
show only two cohorts here for clarity; the sameegal pattern of black-white

differences in current smoking prevalence widemrggmatically with age was observed

for all of the cohorts born between 1920 and 1949.



The cohort smoking data are fairly consistent \piehiod data on smoking prevalence,
cessation, and duration: in general, whites areerkely to be ever smokers and have
higher smoking intensities, whereas the prevalefseoking cessation is much lower
among black smokers (DHHS 1998; Fiore et al. 1@8fin and Pierce 2002; King et al.
2004; NCHS 2010b; Siahpush et al. 2010). For exantpilovino et al. (1994), utilizing
data from the NHIS, found that in the late 19803 a@arly 1990s, a larger percentage of
whites than blacks of both sexes reported being ®wekers, but a higher percentage of
black males than white males reported being cugerakers. The authors further
showed that between 1965 and 1991 the quit rdtedercentage of adult ever smokers
who were former smokers) was higher for whites tieatlacks by 9.7%-16.8% (both
sexes combined). More recent studies have docudhargenilar pattern (Gilpin and
Pierce 2002), and King et al. (2004) showed that#tial disparity in the quit ratio
persisted through 2000. These patterns have rdsnltenger durations of smoking
among blacks than whites. Using data from the 20086, and 2007 Tobacco Use
Supplements from the Current Population Surveyh&iah et al. (2010) estimated that
the median duration of smoking among non-Hispalackoever-smokers was 30 years,
compared to 28 years among non-Hispanic whites(&tes combined). Longer
smoking durations and lower smoking cessation rat@sng blacks relative to whites
may help explain their higher lung cancer deatesand higher mortality from other
smoking-related diseases. Duration of smoking leas lbound in some studies to be a
stronger predictor of lung cancer risk than the benof cigarettes smoked per day (Bach
et al. 2003; Flanders et al. 2003; IARC 2004; Ludidl Caporaso 2006). Several studies

have found that smoking cessation is beneficiahgtage, with the reduction in the risk



of lung cancer mortality being particularly large mokers who quit before middle age
(Halpern, Gillespie, and Warner 1993; Peto et@D@. Smoking cessation has also been
found to decrease the excess risks of stroke, C@BDc¢ardial infarction, and coronary
heart disease (Kawachi et al. 1993; Kawachi €1394; Oza et al. 2011; Rosenberg et al.

1985; Rosenberg, Palmer, and Shapiro 1990).

Black-White Differences in Nicotine Metabolism

Compared to whites, blacks smoke fewer cigareti¢sibhale more deeply, are more
likely to smoke menthol cigarettes and cigarettéh higher tar yields, achieve higher
net indexes of smoke exposure, and may be at figkeater physical dependence and
exposure to more smoke toxins (Chen 1993; Sell@®8)1 These differences may be due
in part to differential environmental and occupasibexposures and their interactions
with biological mechanisms in how nicotine and othbstances in tobacco smoke are
metabolized (Williams at al. 2010). Pharmacogerditferences in nicotine metabolism
can affect the risk of becoming a smoker, amourttksd, degree of physical
dependence, and absorption, distribution, excrefind metabolism of carcinogens in

tobacco smoke (Sellers 1998).

The measurement of cotinine, a nicotine metabatta,specific and sensitive test for
exposure to tobacco smoke and can be used toglisginactive and passive smokers
from nonsmokers (IARC 2004). It is used as a maokéxoth tobacco use and exposure
to environmental tobacco smoke (ETS) because iahasger half-life than nicotine
(Caraballo et al. 1998). Using data from the TiNational Health and Nutrition

Examination Survey (1988-1991), Caraballo et @98) found that black smokers had



significantly higher serum cotinine levels than tghor Mexican American smokers at all
intensities of cigarette smoking. This finding heleen after adjustment for other sources
of nicotine, such as the number of cigarettes sith@iee day and exposure to ETS at
home and at work, as well as age, sex, and bodyhivdt has been suggested that racial
differences in serum cotinine levels may be attable to racial differences in the
accuracy of self-reported smoking. The authorsisf$tudy found that black and white
self-reported smokers had serum cotinine levelsistant with their reported smoking
levels, suggesting that their results were notdaldsy reporting differences between

groups (lbid.).

Pérez-Stable et al. (1998) examined the potengghanism underlying higher cotinine
levels among blacks in their hospital-based stddyO0dblack smokers and 39 white
smokers. The participants received infusions otelawmn-labeled nicotine and cotinine,
allowing for the accurate determination of dailgatine intake from smoking. The
authors found that although black smokers in thidyssmoked fewer cigarettes per day,
they had higher overall levels of serum cotininentlvhite smokers. They attributed this
difference to slower clearance of cotinine and &rghtake of nicotine per cigarette
smoked among blacks. A greater intake of nicotime @rcinogens from tobacco smoke
per cigarette may be a partial explanation forelesated burden of smoking-related

diseases among blacks (lbid.; Haiman et al. 2006).



Socioeconomic Status, Residential Context, Headtle,Gand Black-White Differences in
Smoking-Attributable Mortality

Although racial identity is often conceptualizedaasindividual determinant of health
and mortality, race captures important macro-l@vliences that condition individuals’
life chances in the United States (e.g., Masseylemton 1993; Smelser, Wilson and
Mitchell 2000). Furthermore, U.S. racial classitioas reflect prevailing political,
ideological, and social forces rather than meaninigiblogical differences (Omi and
Winant 1994; Williams et al. 2010; Zuberi 2001)a8&k-white differences in
socioeconomic status (SES), residential context,aaeess to health care are prominent
explanations for black-white differences in healtid mortality (Hayward et al. 2000;
Howard et al. 2000; Smedley, Stith and Nelson 200ljams et al. 2010), and they are
also likely to contribute to black-white differerscen smoking-attributable mortality at

older ages.

Racial/ethnic differences in smoking behavior hbgen largely explained by
racial/ethnic differences in SES (Flint and Novo1®97; Kiefe et al. 2001; King 1997;
King et al. 2004; Novotny et al. 1988). The bersedit smoking cessation may be viewed
as marginal by low SES blacks due to their greatposure to other health-eroding
circumstances such as lack of material resouresgjence in segregated neighborhoods,
and the cumulative impact of disadvantage ovefiflaeourse (Hayward et al. 2000;

Link and Phelan 1995; Pampel, Krueger, and Denf&@2Williams et al. 2010; Yao

and Robert 2008). Smoking may serve as a “self-ca¢idg mechanism” and a “form of
relaxation” among low-income groups in the facdigh levels of financial and other

sources of stress (Cutler and Lleras-Muney 2008;ldwaet al. 2003; Lutfey and Freese



2005; Pampel, Krueger, and Denney 2010). Therisisevidence that cigarette
companies target advertising toward black commesifAltman, Schooler, and Basil
1991; Landrine et al. 2005). The treatment effe€mmoking cessation interventions
appear to be weaker for blacks than for whites (et al. 2001), and success in
quitting smoking has been found to be higher antoghger SES individuals, a pattern
that holds for most racial/ethnic groups (Barbdéigger, and Soobader 2004; Barbeau

et al. 2005).

Researchers have speculated that smoking may kehmaonful for low SES relative to
high SES individuals because of their already poleealth status, whereas others have
made the opposite argument — that because tharmbehlth stock of low SES
individuals has already been diminished due totéthresources, the marginal impact of
unhealthy behaviors like smoking is smaller for IB®S than high SES individuals
(Blaxter 1990; Pampel and Rogers 2004). That sngokiight have a differential impact
on mortality by SES and/or by race/ethnicity coallsb result in part from differential
access to health care and the quality of that €ameexample, smoking is a contributing
factor to many forms of heart disease, the manageaievhich is enhanced by high
guality health care (Smedley, Stith, and Nelson320Uilliams et al. 2010). Recent
evidence points to the possibility that smokingusre detrimental to the health of
disadvantaged groups. For example, Pampel and (@@04), using data from the 1990
NHIS Health Promotion and Disease Prevention Supgie, concluded that smoking
was more predictive of morbidity among low thanth8ES individuals, whereas no such
interaction was found for mortality or between singkand race/ethnicity for either

morbidity or mortality controlling for socioeconoostatus. Using the same data source,
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Krueger and Chang (2008) found that high level®oher smoking increased the impact
of stress on mortality for low SES individuals, Il interaction between smoking and

stress was not significant for middle or high SE&viduals.

AIMSOF THISSTUDY

In this study, we examine the contribution of snrmgkio black-white differences in
mortality above age 50 using two complementary wathand data sources. First, we use
indirect estimation techniques (Preston, Glei, @filnoth 2010) and vital statistics and
census data from 1980-2005 to quantify the ovewltribution of smoking-attributable
mortality to trends in black and white mortalityaages 50 and above and to trends in the
black-white gap in life expectancy at age 50. Tiarect method has the potential for
generating more reliable estimates of smokingkattable mortality than direct methods
relying on self-reported smoking behavior measatesl single point in time (Ibid.).
Second, we use the National Health Interview Su(MylS) data from 1997-2003

linked to the National Death Index (NDI) througle thnd of 2006 to examine the extent
to which differences in smoking behavior explaiadid-white differences in mortality

and whether smoking exhibits a different assoamaith mortality among blacks and
whites (Denney et al. 2010; Flanders et al. 208RA 2004; Pampel and Rogers 2004).
Together, these estimates provide a comprehengitgg of the contribution of smoking

to black and white mortality trends and to blackite/mortality differences at older ages.
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Data and Methods
l. Indirect Estimation of Smoking-Attributable Mality, 1980-2005

Data
In the first part of the analysis, we use vitatistecs data on deaths and population
estimates available from the National Cancer lutgis SEER database
(http://seer.cancer.gov/). These data are usedltalate age-specific death rates from
lung cancer and from all other causes combinedbg,rsex, and 5-year age groups (50-
54 to 85+). These data include all blacks and whiggardless of whether individuals
identified as Hispanic because of the uneven quafitlispanic ethnicity reporting in
vital statistics and census data over the studipgeSBtates began to include a Hispanic-
origin item on the death certificate in 1985, bus item was not reported by all 50 states
and the District of Columbia until 1997 (NCHS 200@Je test the sensitivity of our
results to the inclusion of Hispanic blacks andtegiusing the NHIS in the second part

of the analysis (see below ahdble A1.1).

Methodology
We use an indirect estimation method developedrbgtén, Glei, and Wilmoth (2010) to
estimate smoking-attributable mortality. The metimbdased on an assumption that lung
cancer death rates can be used as a proxy to éstingasimpact of smoking on mortality
from all other causes of death (Preston, Glei,\Afilchoth 2011). The high proportion
(approximately 90%) of lung cancer deaths attribleao smoking and the quality of
lung cancer reporting on death certificates inlinéed States give us confidence that

lung cancer mortality accurately proxies the impgeEcmoking on mortality from other

12



causes (lbid.; Percy, Miller, and Ries 1990; Pe&tanek, and Gloeckler 1981). Lung
cancer is one of the most accurately reported carmmethe death certificate, and the
guality of its reporting on death certificates haen high since at least the 1970s, a

decade prior to the beginning of our study peribel().

In this model, age-specific lung cancer death ratesused to predict age-specific
smoking-related mortality from all other causesleath. The model produces age- and
sex-specific coefficients that, along with informeaton lung cancer death rates among
non-smokers, can be used to estimate the fractideaihs from all other causes that are
attributable to smoking. Preston, Glei, and Wilm&a10) estimated this model using
data from 21 developed countries for the perioddi®806. The same model was
subsequently applied by Fenelon and Preston (201state-level data from the United
States for the period 1996-2004. In this paperpardormed all analyses using the
estimated age- and sex-specific coefficients froenabove two studies and concluded
that the results were not sensitive to the choidbecoefficients. The results reported
here are based on the coefficients published iel6erand Preston (2012). Both Preston,
Glei and Wilmoth (2011) and Fenelon and PrestodZ2demonstrated that this method
produces results very similar to those obtainechfem older, widely-used method

developed by Peto et al. (1992).

To apply this method, we first estimated the fiaetif deaths due to lung cancer in a

specific age group that is attributable to smoKiag as follows:

M-
AL = M,

(1)
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whereM,; is the observed race-sex-specific lung cancer de&thand.) is the expected
sex-specific lung cancer death rate among non-srapkaich is taken from the Cancer

Prevention Study Il (Preston, Glei, and Wilmoth @01

Second, we estimated the fraction of deaths frdmothér causes in a specific age group
that is attributable to smoking §) as follows:

Ay =1 — e Frl=21) (2)

wherep, are the age-sex-specific model coefficients framndfon and Preston (2012)

andM; and} are as defined above.

The overall attributable fraction of deaths frorhcaluses that is due to smokiy,was

then calculated as:

A D, +ApD
A= LUL . olo 3)
for each sex-race-age group, whByes the observed number of deaths from lung
cancer D, is the observed number of deaths from all otheses, and is the observed
number of deaths from all causes combined (Pre&ta, and Wilmoth 2010). Thus, the

fraction of all deaths above age 50 that is attable to smoking4sz,, ), is:

85+ 85+
A = i=50-54 AiDi  XNiZ50-544iD; )
50+ 85+ D. - D
i=50—54 i 50+

whereA; is the overall fraction of deaths attributablestooking in age groupandD; is

the number of deaths from all causes in age gioup
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To translate smoking-attributable mortality by agg® implications for life expectancy at
age 50, we obtained adjusted age-specific death (a€., death rates from which
smoking-attributable mortality is removed);*, as follows:

m;° =m;(1—4;) (5)

wherei = 50-54, 55-59, ..., 80-84, 85+ and is the age-specific death rate from all

causes combined.

We then used standard life table procedures talzdkclife expectancy at age 50 by race
and sex with and without the inclusion of smokintgHautable deaths to determine the
extent to which smoking contributes to the blacktev/igap in life expectancy at age 50
and whether this contribution has changed over {iPneston, Heuveline, and Guillot
2001). In these calculations, we used race-agesgegHic ,a, and,mgs values from
published U.S. life tables constructed for eachr ygaNCHS (CDC/NCHS 2010)
because estimates of old age mortality based ahstdtistics and census data without
adjustment are likely to be flawed (Elo 2001; Rvasind Elo 2006). Our estimates of life
expectancy at age 50 using all-cause mortalitwang close to the published U.S. life

table values.

In addition to comparing differences in smokingihtitable mortality between blacks
and whites, we examine within-group differencekeirels of smoking-attributable
mortality for males and females and translate tldg@$erences into implications for the
sex gap in life expectancy at age 50. This allos/founvestigate how the impact of
smoking on the sex gap in life expectancy at ageasOchanged over time and whether

the magnitude of its contribution differs betweéacks and whites.
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ll. Estimates of Smoking-Attributable Mortality Bason the NHIS, 1997-2003

Data
In the second part of the analysis, we used data feven waves of the National Health
Interview Survey (1997-2003), including the Samptkilt supplement, which collects
information on smoking behavior for individuals ade8+. These data have been linked
to the NDI through the end of 2006. The NHIS isnh&st comprehensive, nationally
representative data source for the study of sooim@mic and behavioral determinants of
mortality in the United States and has been wideld for these purposes in previous
studies (e.g., Hummer et al. 1999; Krueger and G2&98; Pampel and Rogers 2004,
Rogers et al. 2005). The NHIS has several strerfgtithis analysis. The survey has a
large sample size with an oversample of blackspaties, and Asians; provides high-
guality information on the health and socio-dempbia characteristics of respondents;
is representative of the U.S. civilian noninstibatklized population; and has achieved a
lengthy mortality follow-up while maintaining a e correspondence between the
survival experience of race-age-sex groups of Neédiisorts and the U.S. population

(CDC/NCHS 2009; Ingram, Lochner, and Cox 2008).

We restrict our sample to individuals aged 50-8thattime of the survey, an age range
similar to that employed in the indirect estimatairsmoking-attributable mortality.
These ages accounted for over 98% of the blackevdifterence in life expectancy at
age 50 for both males and females in 1980 and gtf)éulations by the author). We
further limit the sample to non-Hispanic whites anmh-Hispanic blacks, although we
also test the sensitivity of our results by inchglall whites and blacks without the

exclusion of Hispanics. We focus this part of thalgsis on males since smoking-
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attributable mortality appears to make a largetrdmution to black-white differences in

mortality among males than females (Eegure 1.6 below).

The pooled 1997-2003 NHIS adult sample consis8gf22 non-Hispanic white and
non-Hispanic black males aged 50-84. We droppedrlijgdividuals who were ineligible
for mortality follow-up due to a lack of informatilmecessary for the linkage to the NDI
or who were missing information on date of birthrfr this sample. We also excluded
1,087 males due to missing information on smokielgavior and 494 males due to
missing information on other explanatory variablBse final sample consists of 23,701
non-Hispanic white males and 3,463 non-Hispanickbiaales aged 50-84 at the time of

the interview, of whom 4,831 died during the folley period’

Explanatory Variables
Our smoking variable distinguishes between rngwenrrent, and former smokers, taking
into account smoking intensity (hnumber of cigaetmoked per day) among current
smokers and time since stopping smoking among fosmekers. Time since quitting is
calculated from respondents’ reported number ofgys@ce quitting. Among current
smokers, we differentiate light smokers (who repdimoking less than 1 pack per day)
from heavy smokers (who reported smoking 1 or npaeks per day). Individuals who
reported smoking two or more packs per day wemeirathis sample of older adults. The

smoking variable is coded as follows: never smologmer smoker who quit 30+ years

* Sample sizes and number of deaths for other casguagroups (black and white males including
Hispanics, non-Hispanic black and white females, lalack and white females including Hispanics) used
in sensitivity analyses are reportedliable A1.2.

® In the NHIS, ever smokers are defined as thosereported smoking at least 100 cigarettes in their
lifetimes.
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ago, former smoker who quit 20-29 years ago, forsneoker who quit 10-19 years ago,
former smoker who quit 5-9 years ago, former smekey quit <5 years ago, current
smoker who smoked < 1 pack per day, and currenkenwho smoked 1+ packs per

day.

Most individuals (86.1%) began smoking by age 20 mearly all (98.9%) had begun by
age 30. Most current smokers were long-time smokéts 93% having smoked for over
30 years (tabulations by the author). Thus, beingreent smoker captures not only
current smoking intensity but also long smokingadien. Furthermore, recent quitters
(former smokers who had quit less than 10 year}agee also long-time smokers, with
99% having smoked for more than 20 years. Smokimgtmbn has been found to be a
stronger predictor of lung cancer than the numlbergarettes smoked per day in several
studies (Flanders et al. 2003; IARC 2004), and sntpkelated mortality is known to

vary by time since quitting (Ben-Shlomo et al. 198¥RC 2004; Jacobs et al. 1999; Peto
et al. 2000). Because smoking duration, intenaitg quit rates differ between blacks

and whites, the smoking variable captures thegerdiices in smoking behavior.

We also control for other individual-level attrilestwhich vary by smoking status and
between blacks and whites, and which can confo@ddlationship between smoking
and mortality. These include body mass index (BMbich is coded using standard
categories (underweight, BMI <18.5 kdfmormal, BMI 18.5-24.9 kg/fn overweight,
BMI 25.0-29.9 kg/m; obese |, BMI 30.0-34.9 kg/mand obese 1I/1ll, BME35.0 kg/nf),
and marital status, which is coded as never marcdently married, and
widowed/divorced/separated. Our socioeconomichatiiels include educational

attainment (< 12 years, 12 years, 1-3 years oégelland 4+ years of college) and family
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income. Because a large number of cases are missargation on family income in
the NHIS, we used the imputed family income vagadblailable from the Integrated
Health Interview Series (IHIS) (Minnesota Populatf@enter and State Health Access
Data Assistance Center 20f0)Ve converted the categorical family income vagahto
a linear variable by taking the midpoint of eactome interval and dividing it by
10,000. We estimated the value of the open endeg@gy, which begins at $75,000, by
estimating a median value for this category (Pagker Fenwick 1983; Rogers et al.
2005) We include the natural log of family income in enodels to capture the non-
linear income association with mortality. In adaiitj we control for region of residence
(northeast, north central, south, and west) to @ector differences in residential
distribution between blacks and whites and foredéhtial mortality by region of

residence.

Methods and Analytic Strategy
We used Cox proportional hazards regression madastimate all-cause mortality. We
focus on all-cause mortality because smoking, smudsed above, is a contributing factor

for mortality from multiple causes of death. In dgih, our indirect estimation of

® This variable was created using multiple imputatioethods first developed by Rubin (1987). Impotati
of family income was restricted to families contagat least one adult earner, and observed pdrsona
earnings were used as the lower bounds in thesatatiqpns. A large number of variables were usetthén
imputation, including variables pertaining to gesqgjnic location, household composition, employment,
race/ethnicity, education, and reported health itimmd or disability of family members.

" The median value in the open ended categoryiimastd using the Pareto curve. The slope of thisesu
v, is estimated as [log{m n.;) - log(n)] / [log(x,) - log(%.1)], where n is the number of people in the open
ended (last) income categoryy iis the number of people in the next-to-last incaatgory, xis the

lower bound of the open ended income categoryxanid the lower bound of the next-to-last income
category. The median value for the open ended oateg then estimated as 107(0.301/\)*x
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smoking-attributable mortality captures mortalitgrh all smoking-related causes. Our

Cox proportional hazards model takes the form of:

log h;(t) =logh(t) + aY; + Z B;S;i + Z VieXkir (6)
I K

whereh(t) is the unspecified baseline hazard functtomeasures agéyefers to the
individual; S to smoking behavioX to other explanatory variables, including baseline
age and race/ethnicity; afidrefers to the survey yedndividuals who were alive on
December 31, 2006 were censored on this date ¢All995). Age was used as the
analysis time, which allows for unrestricted namehrity in its effects and, in the
construction of the partial likelihood, makes comg@ns only among people of the same
age. Hazard ratios were calculated based on expatezhcoefficients from the
proportional hazards modeHR = ef). We used t-tests to assess the significance of
individual coefficients. In the estimation, we toioko account the complex sample
design of the NHIS to obtain corrected standardreriAll models were weighted and

estimated using Stata 11.

We estimated three models: Model 1 estimates thgninale of the excess mortality
among non-Hispanic black males controlling for agbaseline, survey year, BMI, and
race. Model 2 adds smoking behavior to Model 1sseas whether controlling for
smoking helps explain the black-white differenceniartality. In Model 3, we introduce
marital status, education, family income, and regibresidence. These further
adjustments allow us to assess whether introdubiese additional controls further
modifies the black and smoking status coefficieWs. then interact race with smoking

status to examine whether smoking has a differeimtigact on mortality among non-
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Hispanic whites and non-Hispanic blacks. Finallg, wsed the hazard ratios from the
Cox proportional hazards models to calculate pamrattributable risk fractions (PAF)
due to smoking and compare these fractions to thb&ened using the indirect

estimation method described above.

To calculate the PAFs, we used the following equetecommended for use with a
multicategory exposure variable and in the presehcenfounding (Rockhill, Newman

and Weinberg 1998):

RR;—1 d;
PAF = ¥l opd; (B52) = 1- 3k, 2 7)

RR; i=0RR;
wherei refers to smoking categorpd; is the fraction of total deaths occurring in ikie
smoking category, arRR; is the hazard ratio from Model 3 for tith smoking category.
The PAF provides an estimate of the proportionezths that could be avoided if
smoking were eliminated from the population (Flegtadl. 2005; Mehta and Chang
2009). In practice, the PAF estimates the propomibdeaths that could be avoided if all

current and former smokers experienced the mortasks of never smokers.

Results
l. Indirect Estimates of Smoking-Attributable Mditig 1980-2005

Table 1.1 andFigure 1.5 show the percentage of deaths attributable to srgok
by race and sex between 1980 and 2005. Among nihisgraction increased until
around 1990, and it was higher among black makas white males throughout the
period. This black-white difference reached a p@ak%) around 1990, when 32.3% of
deaths among black males and 25.1% of deaths amloitgy males above age 50 were

attributable to smoking. This gap subsequentlyidedlto 3.7% by 2005, when 24.2%
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and 20.5% of deaths were attributable to smokingrayrblack males and white males,

respectively.

Smoking-attributable deaths made up a much sneadierentage of deaths among
females than males, but their contribution rosaditg throughout the period, reflecting
differential smoking histories (Burns et al. 199reston and Wang 2006). In contrast to
the case of males, smoking-attributable deaths mpdesomewhat smaller percentage
of all deaths among black females than among viiteles except in the early 1980s,
when this percentage was slightly higher amongkbiamales Table 1.1 andFigure

1.5). For example, in 1980 the percentage of deathbwathble to smoking was 6.4% for
white females and 6.8% for black females. By 2@0&se percentages had increased to

15.8% and 14.4%, respectively.

Table 1.2 andFigure 1.6 illustrate the impact of smoking-attributable nadity on life
expectancy at age 50 by race and sex and its battnn to black-white differences in

life expectancy at age 50 over time. For examplewhite males, smoking-attributable
mortality reduced life expectancy at age 50 by J€&rs in 1990 (29.78 without smoking
versus 26.76 with smoking) and 2.41 years in 2@2539 versus 28.98). For black
males, smoking-attributable mortality reduced &f@ectancy at age 50 by between 4.47
years in 1990 (27.03 versus 22.56) and 3.18 yea26805 (28.29 versus 25.11). In the
absence of smoking-attributable mortality, the blatite gap in male life expectancy at
age 50 would have been about 1.44 years smallEd90 and 0.78 years smaller in 2005.
Thus, smoking-attributable mortality accounteddbout 34% (1.44/4.20) of the black-
white gap in male life expectancy at age 50 in 18390 about 20% (0.78/3.87) of the gap

in 2005.
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Because smoking-attributable mortality made a ssnalhntribution to mortality above
age 50 among females than among males, its cotitnibio life expectancy at age 50
was also much smaller for females. In 1980, it aoted for 0.79 years of white female
life expectancy and 0.86 years of black femaledipectancy at age 50. By 2005, these
figures had increased to 1.90 years and 1.83 yesmsectively. Because the impact of
smoking on life expectancy at age 50 was similawfioite females and black females,
the elimination of smoking-attributable deaths hlg impact on the black-white gap in

female life expectancy at age 50.

Figure 1.6 also suggests that the contribution of smokingetodifferences in mortality
differs between blacks and whites. The percentdgeaths attributable to smoking
among males exceeds that among females for batksbénd whites; however, the
magnitude of this difference is larger for bladkart for whitesTable 1.1). In 1990, the
percentage of deaths attributable to smoking waghly 12% for both black and white
females, but these figures were 32.3% for blaclesiahd 25.1% for white males. The
male-female difference in smoking-attributable rabity declined throughout the study
period for both blacks and whites but remaineddafgr blacks in 2005 (a difference of

9.8% among blacks versus 4.7% among whites).

Table 1.3 andFigure 1.7 demonstrate the impact of smoking-attributabletediby on

the sex gap in life expectancy at age 50 for blackbwhites. In the absence of smoking-
attributable mortality, the sex gap in life expectp at age 50 for blacks would have been
smaller by about 2.94 years in 1980 and 1.36 \iee2805, accounting for between 50-
55% of the gap between 1980-1990 and 28% of therg2P05. For whites, the sex gap

in white life expectancy at age 50 would have bdestween 0.51 (2005) and 1.94 (1980)
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years smaller in the absence of smoking betweefl 488 2005, and smoking-
attributable mortality accounted for approximatefy?o-34% of the gap during this time
period. Overall, the contribution of smoking-attrihble mortality to sex differences in

life expectancy at age 50 has been larger for bl#t&n whites.

In summary, the results from indirect estimatiorsiwioking-attributable mortality show
that smoking had a sizeable impact on life expestan age 50 for blacks and whites
between 1980 and 2005, especially among males. i@grakiributable mortality has also
contributed to the black-white gap in male life egfancy at age 50, but it has had a
negligible impact on the black-white gap in femiifle expectancy at age 50. These
estimates are consistent with black-white diffeesnion mortality from most smoking-
related causes of death. However, differencesen-smoking prevalence between black
and white male birth cohorts do not appear to ppe@&ally large Figure 1.2). Thus, it is
somewhat puzzling why the contribution of smokirtfyHautable mortality to life
expectancy at age 50 is larger for black males thiawhite males, whereas among
women, the contribution of smoking-attributable tabty is very similar. In the second
part of the analysis, we assess whether differeincemoking behavior, including
smoking duration and smoking intensity (among aursenokers), can help explain

black-white differences in smoking-attributable tatity among males.
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Il. Smoking Behavior and Mortality Among Non-HisgaBlack and Non-Hispanic White
Males: Results from the NHIS

Table 1.4 provides sample characteristics for the entireersample and for non-
Hispanic white and non-Hispanic black males sepbritAs expected, there were
significant differences in smoking status betwdenttvo groups. For example, a higher
percentage of blacks (35.7%) than whites (32.8%¥wever smokers and current
smokers (28.2% and 18.6%, respectively), wherdagyar percentage of whites (48.6%)
than blacks (36.2%) were former smokers. Furtheemi28.5% of whites had quit 20+
years ago compared with only 15.9% of blacks. Tlseseking patterns are consistent
with results from prior studies summarized abovacks were more likely to be current

smokers and to have stopped smoking more recexidiiive to whites.

There were also significant black-white differengethe other explanatory variables.
Black males were on average slightly younger thhiteamales, and they were less likely
to be currently married and more likely to haverbegdowed, divorced, separated, or
never married. About 35.7% of black males had tleas high school education
compared with 15.6% of white males, and blacks Wese likely to have attended at
least 4 years of college. Blacks also had signmitigdower family incomes, and they

were more likely to live in the south.

Table 1.5 presents the hazard ratios from the multivariaveets for black males relative
to white males and for former and current smokeleive to non-smokers. All models

control for age at baseline, BMI, and survey y&&éodel 2 adds the smoking status

8 In this section, from this point forward “blackéfers to non-Hispanic black males and “white” refer
non-Hispanic white males unless otherwise specified
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variable, and Model 3 adjusts for marital statasicational attainment, family income,
and region of residence. In Model 1, the hazardyaig is about 50% higher for black
males than for white males controlling for age atddine, BMI, and survey year. The
introduction of smoking status decreases thisivelatsk by 2098, suggesting that
smoking plays some role in the excess mortalitlylatk males relative to white males at
ages 50 and above. However, a far greater reduistioinserved when we introduce
controls for marital status, educational attainm&mily income, and region of
residence. The hazard ratio for non-Hispanic blaeles is reduced by 62%, from 1.39
to 1.15. These results support the notion thabgesonomic circumstances are the key

explanations for the high mortality of black males.

As seen inTable 1.5, smoking is a highly significant predictor of mality, even when
controlling for potential confounding variables.éltisks vary by time since quitting
among former smokers and by smoking intensity antamgent smokers. Compared to
never smokers, the hazard ratio is highest forecuiineavy smokers (2.66, Model 3),
those who smoked 1+ packs per day. Current liglokens (< 1 pack per day) and former
smokers who quit less than 5 years ago (2.28 8] &spectively, Model 3) have
similar relative risks compared to never smokelg high risk of dying among recent
quitters is consistent with other studies and nesylt from individuals quitting smoking
due to illness (DHHS 1990). Among former smokets, ltazard ratios decline by time
since quitting, and those who quit 30+ years agmeegnce risks that are not
significantly different from those of never smokeFke introduction of other explanatory

variables (Model 3 versus Model 2) results in srdatilines in the magnitudes of the

°(1.49-1.39)/(1.49-1.00)=0.20.
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hazard ratios for the various smoking categoriasthey remain highly significant (with
the exception of the hazard ratio for those wha 80+ years ago, which is not

significant in either model).

We speculated that the associations between smetangs and mortality might vary
between blacks and whites. To test this possibiMy included interaction terms between
race and smoking status in our main effects Mod@éh@&se interaction terms were not
jointly significant, providing no support for thgothesis that the effects of smoking

differ between black males and white males.

Table 1.6 shows the population attributable risk fractioR&F) due to smoking by
smoking category for white and black males. Atttdtle risk fractions are presented as
percentages, and they reflect the percentage tislézat could be avoided if smoking
were eliminated (Mehta and Chang 2009). The retereategory for all estimates is
never smokers. Because the effects of smokingaligdary between black males and
white males, we re-estimated Model 3 without cdhitrg for race and used the hazard
ratios associated with the various smoking categdrom this model to calculate the

PAFs by smoking statu§.

Overall, we estimate that 29.4% and 33.1% of deathre attributable to smoking among
white males and black males, respectively. Amondeshthe largest contribution is
made by current heavy smokers (9.8%); the contahatof other smoking categories are
only about half or less than half this size. Intcast, among blacks, the largest

contribution is made by current light smokers (¥8)2ollowed by current heavy

9 The results are essentially the same if we usHicieats from a model that includes race.
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smokers (7.8%). The contributions of most otherldngcategories are less than half the

size of those made by current smokers.

Discussion

Smoking has significantly impacted American motyadind continues to be a leading
cause of morbidity and mortality today. To the bestur knowledge, this is the first
study to investigate the contribution of smoking#atitable deaths to mortality trends
among blacks or to black-white mortality differea@ older ages over time. We
employed multiple methods and data sources to geowicomprehensive assessment of

this contribution.

We find that smoking has reduced life expectan@gat50 considerably, especially
among males. These reductions range from 3.02 yea890 to 2.41 years in 2005
among white males, and from 4.47 years in 199018 gears in 2005 among black
males. Smoking has also contributed to the blacitendap in male life expectancy at
age 50. This contribution reached its peak in 1&&% 1990 at 1.45 years (approximately
34-40% of the black-white gap in male life expectaat age 50), but has subsequently
declined to 0.78 years (20% of the gap) by 200Bnds in smoking-attributable

mortality differ for females. The smoking epiderbiggan later among females, and this
pattern is reflected in our results. Smoking-atitéile mortality reduced life expectancy
at age 50 for white females by only 0.79 years98QL the respective amount for black
women was 0.86 years. By 2005, these contributiaalsincreased to 1.90 years and 1.83
years among white and black females, respectirelgarlier years, smoking made only a

minor contribution to the black-white gap in fembfe expectancy at age 50, but in more
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recent years smoking has had a more detrimentaatrgm mortality at older ages for

white females than black females.

We know of only one prior study that has estimatedcontribution of smoking to
mortality by race/ethnicity, in this case amonghigopulation subgroups in the U.S.
which were defined based on race and geographya@a al. 2010). This study
estimated relative risks associated with curredtfarmer smoking as well as other risk
factors (e.g., obesity), and then used these velasks to estimate the contribution of
these risk factors to life expectancy at birth. @éhors estimated that in the absence of
smoking, white males stood to gain between 2.4¢/8a8s in life expectancy at birth in
2005 depending on the subgroup, whereas black retled to gain between 2.6-3.1
years. These estimates were 1.4-2.1 years for \dntales and 1.5-1.8 years for black
females (lbid.). Although these estimates applg single year (2005) and are not
directly comparable to our results because we densieaths and life expectancy gains

only above age 50, they are generally consistettt our findings.

Preston and Wang (2006) predicted that sex diftayeim mortality would narrow
dramatically in coming decades. Our analysis atsotp to the importance of smoking in
explaining sex differences in mortality and suggéisat the contribution of smoking to
the sex gap in life expectancy has differed betwssulation subgroups in the U.S. over
time. We found that the contribution of smoking-atitable mortality to the sex gap in
life expectancy at age 50 has been larger amomgdbtaan whites. While the sex gap in
life expectancy at age 50 had already narrowedtantially among whites by 2005,

given that smoking still accounted for roughly 30%the sex gap among blacks (nearly
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twice the corresponding figure for whites) in 200&, may expect to see a continued and

even more dramatic narrowing of the sex gap inddpectancy at age 50 among blacks.

Based on the indirect estimation approach, we fdabatlthe percentage of deaths
attributable to smoking above age 50 ranged framghity 24%-29% among black males
and 20%-23% among white males between 1997 and 2D@Se estimates are
consistent with those of Preston, Glei, and Wilm@®i10), who estimated the smoking-
attributable fractions among all males to be 24%dth 1980 and 2003 (these figures
would necessarily be more similar to the fractitoravhite males, given that they make

up a larger proportion of the total male population

In the second part of our analysis, based on &ssgm approach and the NHIS data, we
found that although the population attributableti@s of deaths due to smoking among
black men (29.43%) and white men (33.08%) exced#ue@stimates based on the
indirect approach, the magnitude of the black-wHitkerence was quite similar (3.65%
compared to 4.89%, the black-white difference ftbmindirect approach in 2001,
roughly the midpoint of the period 1997-2006). Mltigh the fractions produced from
direct estimation are somewhat larger than thosdymred from indirect estimation, they
are in line with other published results. For exlamplehta and Chang (2009) found that
smoking-attributable mortality was 50% for malesl 5% for females using a sample
aged 50-61 at baseline from the Health and Retin¢@eidy (1992-2004), another

nationally representative survey.

We also demonstrate that smoking contributes todlagive differences in mortality

among black males and white males at ages 50 aneabhe black excess risk was
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reduced by 20% when smoking status at the stadheomortality follow-up was included
in the model. At the same time, the reduction mlkack excess risk was much smaller
than the reduction resulting from the inclusiorso€tio-demographic characteristics
(62%). Thus, while black-white differences in smakbehavior contribute to black-
white disparities in male mortality, black-whitdfdrences in SES play a much larger
role (see also Hayward et al. 2000). Finally, wecspated that the effects of smoking on
mortality might differ between blacks and whitest found no support for this
hypothesis. This result is consistent with PampélRogers (2004), who found that
interactions between race and smoking status warsignificant predictors of
morbidity, mortality, or self-rated health. Danaéial. (2010:4) reviewed several
observational studies and trials and concluded‘thatcurrent evidence indicates that
while the absolute effects (e.g., excess morteditg) of risk factors vary by race, their

proportional effects (i.e., relative risks) did vatry appreciably by race and ethnicity.”

The deleterious effects of smoking change only ratigand are preserved after
controlling for marital status, educational attaenty family income, and region. The
excess risks associated with smoking are strikthgrent smokers, 93% of whom have
smoked for more than 30 years, are 2.3-3 times Ihl@ly to die than never smokers.
Former smokers who have quit most recently hawaedd risks that are slightly higher
than those of current light smokers, with the dgkinishing considerably among former
smokers as the time since quitting increases.dn faose who stopped smoking 30 years
prior to the baseline survey have mortality risksilar to never smokers. Most of these

individuals had quit prior to age 40. These resaflesconsistent with Peto et al. (2000),
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who found that smokers who quit before middle agedaover 90% of lung cancer risk

attributable to smoking.

Overall, the results from this study demonstrage thrmer smokers are a highly
heterogeneous group and should be differentiatexhvelstimating the effects of smoking
on mortality. Simply comparing levels of ever-smuakprevalence without taking into
account differences in smoking duration, intenstyd cessation can mask differences
among subgroups, and using a never, former, andrdlsmoker categorization may not

be sufficient to adequately capture the impachodlang on mortality.

A number of factors may play a role in explaininigywthe burden of smoking-
attributable mortality is greater among black makhes white males. Our analysis
supports the hypothesis that longer smoking duratemd substantially lower smoking
cessation rates among blacks may be contributitigeio higher burden of smoking-
related morbidity and mortality. Black-white diféarces in exposure to toxins per
cigarette (reviewed above) and the types of ciggsesmoked may also be part of the
explanation. Blacks are more likely to smoke ciggasewith high tar yields and
mentholated cigarettes, although it has not be@bkshed whether mentholated
cigarettes increase the risk of lung cancer andramoking-related diseases. In addition,
factors such as the experience of cumulative desaidige over the life course and lack of
access to timely and high quality health care ahdraesources are likely to result in
higher mortality among black smokers, who may Haweer success in quitting smoking

and poorer outcomes once they have developed sgrofiated diseases.
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Strengths
The main strengths of this study lie in the pairaiglirect and indirect estimation
approaches used to estimate smoking-attributabléafity and our efforts to include
detailed information on individual smoking hist@id he indirect estimation method has
the potential to produce more accurate estimatemoking-attributable mortality
because it does not rely on self-reported smokeiabior at a single point in time. For
example, Stringhini et al. (2010) found that conglatio studies using repeated measures
of health behaviors (including smoking), studiemg®nly a single assessment of health
behaviors tend to substantially underestimate ¢mgribution of these health behaviors to
social inequalities in mortality. In addition, & ielatively straightforward to estimate the
impact of smoking-attributable deaths by age gromfife expectancy at age 50 using
this method. It is particularly instructive to do Isecause smoking-attributable mortality
varies by age and deaths at different ages coterititferentially to life expectancy (i.e.,
deaths occurring at younger ages contribute molieetexpectancy than those occurring
at older ages). Life expectancy is also an intaiind interpretable measure which allows
us to explore more fully the contribution of smakito black-white mortality

differentials.

In the first part of the analysis, which uses iadirestimation, we are able to address
concerns of age misreporting at the older agesobpting life table quantities from the

NCHS life tables for age groups above 85. We aksongne the number of expected

years lived between ages 50 and @%1:&) as an alternate measure to life expectancy at
50

age 50 which should be less affected by age migiiagat the oldest ages (results not

shown). Our results are robust to the age range ingde analysis. They are also robust
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to the use of model coefficients estimated based.& data and data from multiple
developed countries. Estimates of smoking-attribletanortality among older females
are slightly lower using the Fenelon and Prest@i22 coefficients, which are based on
U.S. data and which the authors recommend for aaalin the U.S. because of its more

mature smoking epidemic relative to other develogmehtries.

An additional strength is our ability to comparsuks obtained from the indirect
estimation to those obtained from survey data détailed information on smoking
histories for a similar age range and overlappingysperiods. Using the NHIS data, we
can also control for potential confounders of thlatronship between smoking and
mortality. In addition, we are able to examine viieetincluding or excluding Hispanics
affects our conclusions. As noted above, we weablanto restrict our analyses to non-
Hispanic whites and non-Hispanic blacks in thel\atatistics and census data. Our
conclusions are unaffected by the inclusion of Higps, including estimates of the
population attributable fraction of deaths duertmking (se€l able A1.1). While the
coefficients on smoking status become slightly $enaihey remain very close to those
obtained from regressions based on a sample oHmEpanic whites and non-Hispanic
blacks. Finally, our smoking status variable in@vgtes more information on smoking
behavior than most other studies, which tend tdarobonly for whether the individual is
a never, former, or current smoker. We were abtmafgure both smoking duration and

intensity among current smokers, as well as recehquitting among former smokers.
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Limitations

There are also some potential limitations to oalysis. The indirect estimation method
relies on the strength of the association betwesrksg and lung cancer mortality. If

the quality of death certification for lung canearies between blacks and whites, some
bias could be introduced. There is some evideraerditial identity may affect the
classification of certain causes of death (e.gthosis and homicide) on death certificates
(Noymer, Penner, and Saperstein 2011). Howevegusecof the strong link between
lung cancer and smoking and the high quality otldeartification for lung cancer in the
United States, we do not believe this should beanproblem. For example, despite
their lower health care access (which may make tlessilikely to be diagnosed), black
males have a higher incidence of lung cancer. Thigirer mortality rates are also
consistent with lower survival from lung canceiatale to white males. Together, these
observations suggest that the bias in certificati@y not be large if present. Another
potential source of bias may be introduced, howaf/ére coefficients used to estimate
smoking-attributable mortality differ between blacdnd whites. We do not expect this to

be a major issue.

Another concern is that the expected lung cancathdates among non-smokers were
drawn from the CPS-II, which had a study populatomposed of volunteers who were
more likely to be white, middle-class, and collegkicated than the general U.S.
population. Thus, the method may produce overestsnaf smoking-attributable
mortality. However, the rates of lung cancer amoog-smokers observed in this study
were similar to those observed in other samples tlag CPS-Il is likely to be the current

best source of these estimates given that it “resie largest epidemiological study of
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its kind ever attempted in the history of medicaénce,” having enrolled a total of 1.2

million participants (Klausner 1997: iv; PrestorieiiGand Wilmoth 2010).

The primary limitation of the direct estimation apach based on the NHIS linked
mortality files is the reliance on self-reportedakimg information from a cross-sectional
survey. It is possible that recall bias and misifastion of smoking status may result in
underestimates of smoking-attributable mortalitjoRing status is measured only at
baseline and therefore we do not know whethert@igvior changed during the follow-
up period and how accurately it captures individuphst smoking behavior. For
example, individuals entering the survey at agearidDabove may now smoke fewer
cigarettes than they did at points earlier in th&stimes, and the number of cigarettes
they currently report smoking may not reflect life¢ smoking intensity. It is possible
that smokers have altered their smoking behavier tine in response to factors such as
illness, changes in cigarette taxation levels, @rahging tar and nicotine yields in

manufactured cigarettes (Bach et al. 2003).

The extent to which these factors vary betweenkisland whites is fairly ambiguous. It
may be the case that smoking information is mooeirate for blacks than for whites
since on average, black smokers start smokingdat alges and have quit more recently
compared to whites. However, the implications Fa tlirection of potential biases and
how this would affect differences in smoking-attitiéble mortality between the groups is
unclear. We were not able to control for intensitgmoking among former smokers, as
the questions eliciting this information were nsked during the survey waves under
consideration. We are also unable to control foeppotentially relevant exposures such

as cigars, smokeless tobacco, or occupational exgesising the NHIS.
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Black-white differences in occupational exposures/ rwontribute to higher smoking-
attributable mortality among blacks. For examplgasure to asbestos, certain metals,
radon, and ionizing radiation elevates lung canis&r(Tyczynski et al. 2003). Estimates
of the attributable risk from occupational exposuaiee highly time- and context-specific.
Most U.S. case-control studies estimate that thetisn of lung cancer attributable to
workplace exposures lies in the range of 6-17% aymoales (Steenland et al. 2003).
However, not all studies control for the confourtgdeifects of smoking, and others have
found an interaction between smoking and other karginogens, particularly asbestos
(Tyczynski et al 2003). Sample characteristics simds and the ability to capture the
intensity and cumulative burden of exposures diffefely between studies (Ibid.; IARC
1992). Although the contribution of occupationapegures to lung cancer is large
relative to most other exposure classes, it isIstoahpared to that of cigarette smoking
in industrialized countries (Alberg and Samet 200Bkre is wide agreement that 90%
of lung cancer mortality in the U.S. is attribualbbd smoking (Oza et al. 2011; Tyczynski

et al 2003).

Finally, the PAF estimates are interpreted as thpgrtion of deaths that could be
avoided if smoking were eliminated from the popolatin other words, this is the
proportion of deaths that could be avoided if alirent and former smokers experienced
the mortality risks of never smokers. However, ewsth the extensive demographic and
socioeconomic controls included in the full modeipbserved heterogeneity between
smokers and non-smokers may remain. It may beabe that smokers would experience

worse health and higher mortality risks even ifythad not smoked.
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Conclusion

Overall, our findings are highly consistent witle threvious literature, which finds that
blacks suffer disproportionately from smoking-rethtliseases despite lower levels of
smoking prevalence and lower intensities of smolamgpng current smokers. Some have
suggested that these trends are due to longer sgndlidrations and lower smoking
cessation rates among blacks. This study, whicli®bioth duration and time since
quitting into the measure of smoking status, sujgpihis hypothesis. It also emphasizes
the need to consider additional factors beyondiseviesmoking initiation and ever-
smoking prevalencd-(gure 1.2) by using more detailed categorizations of smoking
status. The elevated mortality risks among recaittegs and current smokers are
substantial and highlight the need for smoking a&ss interventions that better address

the needs of all groups.
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Tables

Table 1.1. Percentage of Deaths Attributable to Smoking@gA50+ by Sex Using the
Indirect Estimation Method, Blacks and Whites, @diStates, Select Years Between
1980 and 2005

Male Female
Y ear Whites Blacks Whites Blacks
1980 22.8 28.3 6.4 6.8
1985 24.0 30.8 8.8 9.0
1990 25.1 32.3 12.0 11.7
1995 23.8 30.5 14.2 12.9
2000 22.0 27.0 15.3 13.4
2005 20.5 24.2 15.8 14.4

Table 1.2. Life Expectancy at Age 50 and the Black-White Gapife Expectancy at
Age 50 With and Without Smoking-Attributable Deatbsing the Indirect Estimation
Method, United States, Select Years Between 198805

Males With smoking Without smoking

Gap Gap % Gap dueto
Year  Whites Blacks (W-B) Whites Blacks (W-B) Smoking
1980 25.21 2169 352 2795 2549 246 30.15
1985 25.80 22.15 3.65 28.68 2648 2.20 39.73
1990 26.76 2256 420 29.78 27.03 2.76 34.34
1995 27.41 2311 430 30.26 27.22 3.05 29.09
2000 28.23 2430 393 3083 2785 2.98 24.17
2005 28.98 25.11 3.87 31.39 2829 3.09 20.12
Females With smoking Without smoking

Gap Gap % Gap dueto
Year Whites Blacks (W-B) Whites Blacks (W-B) Smoking
1980 3092 2737 355 3171 2823 348 1.95
1985 31.19 2793 326 3231 29.13 3.8 2.46
1990 31.69 2825 344 3318 29.78 3.39 1.19
1995 31.80 2850 3.30 3354 3015 3.39 -2.76
2000 3206 29.17 289 3394 3091 3.03 -4.81
2005 3264 2999 265 3454 3182 272 -2.66
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Table 1.3. Life Expectancy at Age 50 and the Sex Gap in Epectancy at Age 50
With and Without Smoking-Attributable Deaths Usihg Indirect Estimation Method,
United States, Select Years between 1980 and 2005

Blacks With smoking Without smoking

Gap Gap % Gap
Year Females Males (F-M) Females Males (F-M) dueto Smoking
1980 27.37 21.69 5.68 28.23 2549 274 51.66
1985 2793 2215 5.78 29.13 2648 2.65 54.17
1990 28.25 2256 5.69 29.78 27.03 2.75 51.64
1995 28,50 23.11 5.39 30.15 27.22 294 45.57
2000 29.17 2430 4.87 3091 2785 3.06 37.28
2005 29.99 2511 4.88 31.82 28.29 3.52 27.84
Whites With smoking Without smoking

Gap Gap % Gap
Year Females Males (F-M) Females Males (F-M) dueto Smoking
1980 3092 2521 571 31.71 2795 3.77 34.02
1985 31.19 2580 5.39 32.31 28.68 3.63 32.66
1990 31.69 26.76 4.93 33.18 29.78 3.39 31.22
1995 31.80 2741 4.40 33.54 30.26 3.28 25.40
2000 32.06 28.23 3.84 3394 30.83 3.11 19.00
2005 32.64 2898 3.66 3454 31.39 3.15 13.95
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Table 1.4. Descriptive Statistics, Means and Standard Deviator Percentages for
Individual-level Characteristics, Males, Nationadaith Interview Survey, 1997-2003

Non-Hispanic Non-Hispanic

Total Whites (91%) Blacks (9%)  P-value
Variable N=27,164 N=23,701 N=3,463
Smoking Behavior
Never smoker 331 32.8 35.7
Former smoker, quit 0-4 years ago 5.6 55 5.7
Former smoker, quit 5-9 years ago 4.4 4.4 4.5
Former smoker, quit 10-19 years agol2.0 12.2 10.1 0.0000
Former smoker, quit 20-29 years agol1.7 12.0 8.8
Former smoker, quit 30+ years ago 13.8 14.5 7.1
Current smoker, <1 pack per day 7.3 6.2 18.1
Current smoker, 1+ packs per day 12.2 12.4 10.1
Body Mass Index
Underweight, BMI < 18.5 0.7 0.7 1.0
Normal, BMI 18.5-24.9 27.8 27.6 30.0 0.0000
Overweight, BMI 25-29.9 46.7 47.1 42.8 '
Obese |, BMI 30-34.9 18.5 18.5 18.5
Obese Il and Ill, BMI 35+ 6.3 6.1 7.8
Socio-demographic Characteristics
Mean age at baselif§D) 62.776 62.894 61.610 0.0000
(0.069) (0.074) (0.190) '
Marital status
Never married 5.0 4.5 9.5
Currently married 76.3 78.1 58.6 0.0000
Widowed/divorced/separated 18.7 17.3 32.0
= Loes than nigh school 174 156 35.7
Hiah schoolgraduate 314 315 30.0 0.0000
1-% ears of golle e 23.1 24.0 20.5
y 9 275 28.9 13.9
4+ years of college
Mean family income (10,0006$D) 5.510 5.653 4.087 0.0000
(0.035) (0.037) (0.105)
Redon 20.2 20.6 16.1
26.6 27.4 18.4
gglrjttr;] Central 372 352 574 0.0000
West 16.0 16.8 8.1
Mean Years of Follow-up
Alive (censored) 6.130 6.136 6.071
Dead 3.807 3.817 3.732

Source Author’s calculations based on 1997-2003 NHIS&diaked to the National Death Index through
2006; p-values correspond to t-tests and chi-sgeats for the equality of means/distributions afiables
between non-Hispanic black and white males.
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Table 1.5. Hazard Ratios from Cox Regression Models Predjdtiortality, National
Health Interview Survey, Non-Hispanic White and Ndispanic Black Males aged 50-
84, 1997-2003 (reference category in parentheses)

Model 1 Model 2 Modd 3

Race (Non-Hispanic white)
Non-Hispanic black 1.49%** 1.39** 1.15%*

Smoking Status (never smoker)

Former smoker, quit 30+ years ago 1.0 1.06
Former smoker, quit 20-29 years ago 1.21**  1.19*
Former smoker, quit 10-19 years ago 1.70** 1.66***
Former smoker, quit 5-9 years ago 2.30%** 2, 14%**
Former smoker, quit 0-4 years ago 2.57*%*  2.37**
Current smoker, <1 pack per day 2.52%**  2.28***
Current smoker, 1+ packs per day 3.05%**  2.66***
N (unweighted) 27,164 27,164 27,164

Notes All models control for survey year, age at bassgliand BMI. Model 3 also includes
controls for marital status, educational attainméarhily income, and region of residence.
* p<0.05; ** p<0.01; *** p<0.001
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Table 1.6. Distribution of Population Attributable Risk Framts (PAF) by Smoking
Status, National Health Interview Survey, Non-Hispa/NVhite and Non-Hispanic Black
Males aged 50-84, 1997-2003

Non-Hispanic Non-Hispanic

Reference: never smoker WhiteMales Black Males
Former smoker, quit 30+ years ago 0.77 0.33
Former smoker, quit 20-29 years ago 1.60 0.94
Former smoker, quit 10-19 years ago  5.49 4.27
Former smoker, quit 5-9 years ago 3.22 2.50
Former smoker, quit 0-4 years ago 4.41 4.02
Current smoker, <1 pack per day 4.13 13.19
Current smoker, 1+ packs per day 9.82 7.82

Total 29.43 33.08

Notes Based on hazard ratios from a model controllongsiurvey year, age at baseline, BMI,
marital status, educational attainment, family imeg and region of residence.
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Figures

Figure 1.1. Black-White Gap in Life Expectancy at Birth artdAge 50 by Sex, 1980-
2006
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Figure 1.2. Ever-Smoking Prevalence at Age 40 by Sex andhBdhort, Blacks and
Whites Born Between 1920 and 1949
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Figure 1.3. Annual Quit Rates for Males by Birth Cohort, Btaand Whites Born
Between 1920 and 1949, 1930-1990
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Figure 1.4. Current Smoking Prevalence by Age and Birth Chiglack and White
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90

80 -

~
o
1

[e2]
o

N
o

Current Smoking Prevalence
(% current smokers)
w al
o o

—\\hite Males, b. 1920-1924

20 -
- Black Males, b. 1920-1924
10 1 =—#=\Nhite Males, b. 1940-1944
—#—Black Males, b. 1940-1944
0 T T T T T T T T T

20 25 30 35 40 45 50 55 60 65
Age
Source Burns et al. (1997).

45



Figure 1.5. Percentage of Deaths Attributable to Smoking AbAge 50 by Sex Among
Blacks and Whites, United States, 1980-2005
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Figure 1.6. Black-White Gap in Life Expectancy at Age 50 Wathd Without Smoking-
Attributable Deaths by Sex, United States, 19805200
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Figure 1.7. Sex Gap in Life Expectancy at Age 50 With andhdfitt Smoking-
Attributable Deaths by Race, United States, 1980620
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CHAPTER II. International Comparisonsof U.S. Mortality™

I ntroduction

Life expectancy in the United States is currenthoag the lowest of all high-income
countries. Research and policy discussions haveséatlargely on cross-national
mortality differences at older ages (e.g., at &feand above). This chapter provides a
comprehensive assessment of U.S. mortality relativzeset of 16 high-income peer
countries in the most recent period for which dataavailable. In the first part of the
analysis, | use cross-national mortality data enidy age and cause of death
contributions to the U.S. mortality disadvantageisTstudy finds that mortality
differences below age 50 account for 67% of theigdifie expectancy at birth between
American males and their counterparts in the corsparcountries. Among females, this
figure is 41%. The major causes of death respam$ilblAmericans’ excess years of life
lost below age 50 are unintentional injuries, nangwnicable diseases, perinatal
conditions, and homicide. Together, these causasuat for 84% and 85% of the
difference in years of life lost below age 50 bedawé¢he U.S. and the mean of other
countries for males and females, respectivelyhénsecond part of the analysis, |
examine how the age-specific mortality rates ofacthof Americans born between 1850
and 2004 compare to that of their counterparteencomparison countries. Period
rankings of U.S. death rates reveal a distinctiye @attern: American males and females

perform very poorly before age 75, experiencing agniie highest death rates among

" Material from this chapter has appeared in Ho201.3. “Mortality Under Age 50 Accounts For Much of
the Fact That US Life Expectancy Lags That of Othigth-Income Countries.Health Affairs32(3): 459—
467.
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the comparison countries, but perform exceptionaByl at the oldest ages, experiencing
among the lowest death rates among the compar@artrees. | find that this pattern is
replicated for over a century’s worth of Americartibcohorts. This study highlights the
importance of mortality at the younger ages andriajelated mortality as major
contributors to low life expectancy in the Unitett®s and calls attention to an enduring
pattern of Americans’ poor mortality performancepto age 75 and improved

performance thereafter which holds for both perianid cohorts.

Background

Americans reside in one of the richest and mosinelogically-advanced countries in the
world, yet they are less healthy than their coy@ds in other wealthy industrialized
countries. Life expectancy in the United Statemnmng the lowest of all high-income
countries. Not only can Americans expect to livedeyears, on average, but they also
experience a greater burden of disease during trezss (Thorpe, Howard, and
Galactionova 2007; Banks, Muriel, and Smith 201@ytwhson, Teitler, and Reichman
2011). On the cusp of the 2&entury, the United States ranks poorly in terifrsoth life
expectancy at birth and mortality through mosthef lifespan, and its position has been

deteriorating over time (National Research CoufdRC] 2011).

Life expectancy at birth in the United States mezsaased over time, but not as quickly
as in its peer countries. Between 1960 and 200 &rfan males gained 9.0 years in life
expectancy at birth, while males in a set of 16 peentries? gained 10.2 years on

average. Over the same period, life expectancyrtatfor American males went from

2 These countries are: Australia, Austria, Canadmriark, Finland, France, Germany, Italy, Japan, the
Netherlands, Norway, Portugal, Spain, Sweden, &nwénd, and the United Kingdom.
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being ranked 12to 17" among this set of countries. American femalesegin5 years

in life expectancy at birth between 1960 and 20@#ayly three years less than females in
the comparison countries, who gained an avera@®.@fyears over the same period. Life
expectancy at birth for American females has goom being ranked 10to 16",

Similarly, the rankings of U.S. age-specific mdttatates for both males and females
have deteriorated over time, most dramaticallyféonales between 1975 and 2005. The
move towards poorer ranks has been equally strikinghales, but the deterioration in
their rankings was heavily concentrated in the dedzetween 1995 and 2005 (Ho and

Preston 2010).

In 2007, American males had the lowest life expsxyat birth (75.6 years) among the
set of comparison countriesdble 2.1). This figure was 3.7 years lower than the world
leader, Switzerland, and 2.2 years lower than Wieeage of the comparison countries. In
2007, American females had the second lowest Xifeetancy at birth (80.8 years), just
ahead of Danish females. Their life expectancy vas/ears lower than Japanese
females, the world leader, and 2.3 years lower tharaverage of the comparison

countries:® These life expectancy differences are non-trivial.

The following thought experiment illustrates justahfar Americans have fallen behind
their peers in other high-income countries. Bestpice female life expectancy has

increased at a rate of roughly 2.5 years per defoaidbe past 160 years (Oeppen and

13 This picture remains largely unchanged in 2008 lahest year for which data for all 17 countries i
currently available. Among males, Australia havertaken Switzerland as the world leader at 79.7syea
3.6 years greater than life expectancy at birthragndmerican males in 2009. The average difference i
life expectancy at birth between American males miates in the comparison countries remained at 2.2
years. Among females, Japan remained the worlcelsad 2009. Their life expectancy exceeded that of
American females by 5.4 years, and the averagerdiite in life expectancy at birth between American
females and females in the comparison countrieg@sed to 2.4 years.
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Vaupel 2002). Even if the U.S. were able to achiéngrate of increase and if the other
countries did not experience any further gainsfendxpectancy, it would still take nearly
15 years for males and over two decades for femaleatch up to the current world
leaders. The U.S. would require nearly a decadatich up to the average of the other 16
countries. Again, this exercise assumes that ¥feeetancy in the comparison countries
would remain at its current levels and that the. W&uld be able to match the best-
practice rate of increase in life expectancy. &mse highly unlikely that either condition
would be met in reality. In the decade between 1&8¥2007, American males and
females gained 1.8 and 1.0 years in life expectantyrth, respectively, far less than the
best-practice rate of 2.5 years per decade (AG44 R At these rates (and assuming no
additional life expectancy improvements in the otmuntries), it would take the U.S.

two and five decades to catch up to the world |lesafte males and females, respectively.

Proposed Explanations for Lagging Life Expectamcthe United States

Over time, U.S. life expectancy has fallen furtaed further behind other developed
countries, and mortality improvements have beewedldor both males and females.

This is occurring on the heels of phenomenal mitytdeclines experienced over the
course of the 2Bcentury, strong economic growth and performance,among the
highest levels of per capita health care spendhirige world (Reinhardt, Hussey, and
Anderson 2004). A substantial body of researchib@ssed on addressing why the U.S.
performs so poorly relative to other developed toes By and large, these studies have
investigated health and mortality differences deolages. For example, the recent

National Research Council Panel on Understandinvgment Trends in Longevity in
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High-Income Countries focused exclusively on agearid above (NRC 2011). One of
the most consistent findings from these studiedleas that Americans experience a
greater burden of disease than their European emqarts (Avendano et al. 2009; Banks,
Muriel, and Smith 2010; Crimmins, Garcia, and Ki0il; Martinson, Teitler, and

Reichman 2011; Thorpe, Howard and Galactionova R007

In general, explanations of the U.S. life expecyatisadvantage fall within the following
categories: (1) poorer functioning of and lack aess to the U.S. health care system, (2)
a greater prevalence of unhealthy behaviors ittlse, (3) higher levels of income
inequality and poverty coupled with weaker socédkty nets in the U.S., and (4) lower
levels or quality of social capital and interacgan the U.S. relative to other countries.
Ideally, a tight linkage between the proposed mieigma and health and mortality should
exist, and there should be a greater prevalensewarity of the factor in the United
States. For several of these proposed explanatimnd) of the evidence base remains

speculative due to the difficulty of establishingecoor both of these conditions.

Income Inequality and Social Safety Nets

Whether differences in income inequality can exptifferences in health across nations
remains contested (e.g., Wilkinson 1992; Wilkind®96; Lynch et al. 2004; Beckfield
2004). Higher levels of income inequality can batex to poorer national health through
a purely mechanistic effect, also referred to asaipgregation effect or a statistical
artifact. Drawing on the work of Preston (1975)akxan (2002) points out that if the
curvilinear relationship between income and heladthis within as well as across

countries, in the scenario where two countries llhgesame average income but
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different distributions of income, all else beingual, the society with the higher level of
income inequality would have poorer health dueurely mechanical effects. What
remains debatable is whether income inequalityfitgtects health apart from the

individual-level relationship between income andiltie

Given the levels of development the countries is #imalysis have achieved, income
inequality is hypothesized to act primarily throughative rather than absolute
deprivation. People’s negative perceptions of thesitions within the social hierarchy
may be translated into negative emotions and pdwaith through biological pathways
induced by the stress response and psychoso@al §ivilkinson 1992; Lynch et al.
2000; Marmot 2005; Schnittker and McLeod 2005).i@8ammparisons may contribute
to psychosocial strain and social isolation foréowncome residents of wealthier
neighborhoods, and institutions like hospitals sclibols may be of lower quality or
more responsive to the needs and demands of waraléisidents (Vartanian and Houser
2010). Income inequality is also hypothesized talmough decreased social capital and
social cohesion and the adoption of negative hémliaviors as coping mechanisms for
stress (Wilkinson 1992; Lynch et al. 2000; Scheittand McLeod 2005.). The neo-
material interpretation gives greater attentiosttactural factors and highlights potential
linkages between income inequality and underinvestrim human resources such as
education and medical expenditures (Davey Smitl619¥hile underinvestment in these
areas may help to explain within-country differesideis unlikely that they can account
for the U.S.’s poor life expectancy ranking. Conguhto other high-income countries,
the U.S. population is very well educated and masray the highest per capita health

expenditures in the world (NRC 2011). A systemedidew of 98 studies concluded that
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income inequality does not explain internationéfiedences in population health (Lynch

et al. 2004).

Related explanations point to higher levels of ptwvand weaker social safety nets in the
U.S. relative to other high-income countries. Faraple, Canada experienced more
rapid life expectancy gains than the U.S. duriregtB80s despite similar or slightly
worse macroeconomic conditions (in terms of GDRuiincand unemployment rates).
Dow and Rehkopf (2010) suggested that this maglsted to stronger safety nets
encompassing more generous unemployment benéfiteess and maternity leave
policies, and eligibility and benefits for meanstezl cash assistance in Canada relative
to the United States. Along with its weaker sosgfkty nets, the U.S.’s labor and child
support policies have also been suggested as iamabntextual factors that may

contribute to its low life expectancy ranking (NRG11).

Social Capital and Interactions

There has been a recent resurgence of interestether differences in social capital,
cohesion, interactions, and networks can explaissznational differences in health (e.qg.,
Lynch et al. 2000; Kennelly, O’'Shea, and Garvey20Mansyur et al. 2008). Two main
avenues through which social networks are beli¢oedfluence health are the promotion
of health-enhancing or risky health behaviors drdprovision of financial, instrumental,
or emotional resources and support (Berkman ands@@00). While the social capital
and social cohesion explanation is usually preskeasea corollary of the psychological
consequences of income inequality (Kennelly, O’Shed Garvey 2003), the neo-

materialist perspective suggests that differenca®cial capital may be more strongly
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related to material conditions than psychosocietidiss. For example, some studies have
found that proposed indicators of social capitahsas levels of trust, belonging to
organizations, and doing unpaid work for such oizgtions are more strongly related to

GDP per capita than to income inequality (Lynchalef000).

Establishing the linkage between social interactiand health is further complicated by
issues of reverse causality and endogeneity. Iergérthe current body of evidence does
not support differences in social capital and neks@s an explanation of cross-national
health differentials. Both Kennelly, O’'Shea, and&g (2003) and the NRC (2011)
concluded that there is no evidence for a poséifect of social capital on population
health. The findings from studies of cross-natiatiierences in social networks are
complex. In a comparison of the U.S. and EnglarashkB et al. (2011) found no evidence
of weaker networks or less support in the U.S. thagland among older adults; instead,
social support and networks are similarly distrgalin the two countries. They also
found that the quality of social relationships €iffd between the countries, but not in a
way that suggested a clear-cut U.S. advantagesaddantage — for example, Americans
appear to receive more positiaed negative support from their children relative hieit

English counterparts (Ibid.).

Health Care System

The performance of the U.S. health care systerfies dlamed for its low life
expectancy ranking (Nolte and McKee 2008; Muenmig @lied 2010). The main
critiqgues of the U.S. health care system includ& tf universal access, fragmented

delivery of care, high costs of care, inefficienagd a greater focus on specialist rather
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than primary care. Evidence regarding the adeqafpyimary care in the U.S. is mixed:
Macinko, Starfield, and Shi (2003) find that theSUscores in the bottom of a group of
18 Organisation for Economic Co-operation and Dawelent (OECD) countries for
primary care, but the U.S. also appears to perfgethin terms of pneumonia and
influenza vaccination and cancer screening footder population (Howard,

Richardson, and Thorpe 2009; Preston and Ho 2011).

A nuanced view must be taken of what, precisedg Within the jurisdiction of the health
care system. For example, if personal health mestare unusually deleterious, a country
could still exhibit poor measured health even & Health care system is performing
exceptionally well in identifying and treating dész. Compared to other OECD
countries, the U.S. health care system typicalhcfions well in the identification and
treatment of cancer and heart disease, the twinilgaduses of death at older ages (NRC
2011). This conclusion was based in part on anyarsabf diseases for which effective
methods of identification and treatment have bemrebped and where behavioral
factors do not play a dominant role. Results fraheostudies (Ho and Preston 2010,
Banks, Muriel, and Smith 2010) are consistent widse findings. For example, in their
comparison of disease prevalence, incidence, amthlity between the U.S. and
England, Banks, Muriel, and Smith (2010) concluu their findings support higher
guality medical treatment in the U.S. than in EngdlaRelative to the English, Americans
become sicker at earlier ages and spend more nigeeging their greater burden of
disease, but this does, on average, have payofésiuting mortality. In addition, Wang

et al. (2007) and Crimmins, Garcia, and Kim (20fldd that aggressive treatment and
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identification has resulted in cholesterol and dipoessure being well-controlled in the

U.S. relative to other countries.

Unlike the other high-income countries includedhis analysis, the U.S. does not have
universal health care. Roughly 16.7% of the U.Sident population was estimated to
lack insurance coverage in 2009 (De Navas-WaltztBrpand Smith 2010). It is possible
that lack of access to timely and high quality treabre is contributing to excess
mortality in the U.S. relative to other countrieer example, the uninsured are more
likely to forego care and less likely to receiveyentive services. The salience of this
factor varies with age — access alone is lessylikeematter for adults over the age of 65
due to coverage under Medicare, but it may be nmopertant at the younger ages,

which are a key focus of this chapter.

Health Behaviors

It has been suggested that health behaviors susm@lsng, diet, and lack of physical
activity or sedentary lifestyle may account for goorer health status of Americans.
These behaviors are grounded in contextual inflegemecluding national policies
regarding cigarette and gasoline taxation, avditglaind quality of public transportation
systems, and food policies (NRC 2011). In genstaljies agree that while a greater
prevalence of some deleterious health behaviafseJ.S. is an important part of the
explanation, they are not the whole explanationoAgithe most important of these
behaviors is smoking. During the"™26entury, Americans had a history of heavier
smoking relative to other developed countries. Bresslei, and Wilmoth (2011) found

that smoking accounts for 41% and 78% of the gdiferexpectancy at age 50 between
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the U.S. and 9 high-income countries among malddemales, respectively. The U.S.
has among the highest prevalence of obesity am&@BOcountries (OECD Health Data
2012). While estimates of mortality attributableotmesity remain highly variable, studies
have suggested that it may be a substantial comdritbo the U.S. shortfall in life
expectancy at age 50 (Preston and Stokes 201 et on whether cross-national
differences in diet and physical activity can explde expectancy differentials remains
inconclusive. This is in large part related to nugament issues, reporting differences
across countries, and a paucity of high qualitierimational data on physical activity

(NRC 2011).

Contribution

Recent studies of the U.S. life expectancy disatiggnhave concentrated largely on
mortality at older ages. Examining differencesldenages makes sense given that in
2008, 92% of male newborns and 95% of female newgbiorthe U.S. could expect to
survive to age 50 (Arias 2012). However, the imgacke of mortality differences at
younger ages should not be dismissed in explaiifmgxpectancy differences between
the United States and other developed countries lifédhcourse approach posits that
reducing premature mortality at the younger ageg Ima&e important consequences for
health and mortality at the older ages, and th#eete may accumulate over time (Elo
and Preston 1992; Kuh and Ben-Shlomo 1997; HaywaddGorman 2004). It is likely
that common factors are contributing to the Uf8.dxpectancy shortfall across all ages,
and looking across a wider age range may helpargifgl these factors. In addition,

Americans have the highest or second-highest nitgrtates in every age group below
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50 among a set of 17 high-income countries. Inreshtrecent research has shown that
the U.S. performs very well in terms of mortalitytiae older ages (e.g., at ages above 75)
in cross-national comparisons (Ho and Preston 20Xd@)ether, these observations
suggest the need for an increased focus on mgrealitditions at the younger ages. A

rich body of literature has examined youth heaittl mnortality, and particularly the

burden of injury-related deaths, within the Uni&tadtes. For example, it is well-known
that the U.S. experiences high infant mortalitgsadnd high death rates from homicide
and HIV. In this chapter, | draw on these studteprbvide a comprehensive assessment
of the relative importance of the main causes atlieperating at younger ages in

explaining cross-national mortality differences.

This study examines how U.S. mortality compareth#b of a set of high-income peer
countries in a very recent period, 2006-2008. Firsse decomposition methods to
answer the question, “How much of the gap in Ifpextancy at birth between the
United States and other developed countries igau®ortality differences below age
50?” Next, | use cause-deleted life table techrsgoadentify the major causes of death
contributing to Americans’ excess years of lifetloslow age 50. Finally, | examine two
indicators of age-specific mortality performance {bS. birth cohorts born between

1850 and 2004 relative to their counterparts inctbraparison countries.

Data and Methods
Comparison Countries
In these analyses, | compare the U.S. to a séd afgh-income comparison countries:

Australia, Austria, Canada, Denmark, Finland, Fealtermany, Italy, Japan, the
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Netherlands, Norway, Portugal, Spain, Sweden, &wénd, and the United Kingdom.
This group of countries is a subset of OECD coaestdhosen for best comparability to
the United State¥’ The main criteria for inclusion in the sample werat the countries
had to have sufficient population size to ensuabibty of estimates (above 4.5 million),
achieved high levels of development for a longgekof time, and maintained acceptable
levels of data quality and availability. These doi@s transitioned from high to low
mortality regimes in the same period as the U.8.<drare more similar cause-of-death
profiles compared to countries that transitioneaenmecently or are still in the process of
transitioning. High-income countries that were exleld from the sample fail to fulfill

one or more of these conditions. For example, Beignas typically had data issues and
its latest year of available data is 2005, whicbutside the recent three-year span used in
the first part of the analysis; Greece and Koreanat included in the Human Mortality
Database; and several other countries are formgetSmuntries whose mortality

experience has been somewhat unique.

|. Age- and Cause-Specific Contributions to the. Uife Expectancy Shortfall, 2006-
2008

Data
Three main data sources were used for this anatpgisHuman Mortality Database
(HMD), the World Health Organization (WHO) MortaliDatabase, and Statistics
Canada. Country- and sex-specific life table allseadeath ratgs,m,’'s) for age groups

0-1, 1-4, 5-9, 10-14, ..., and 45-49 were drawn ftbemHMD. Deaths from all causes

1 The U.S.’s low life expectancy ranking is not aui¢ of the selection of countries used in thislgtu
Among all 34 OECD countries, life expectancy attbin the United States was ranked'2dr males and
27" for females in 2005 (HMD 2012; OECD 2010).
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and from the codes making up the cause of deatiycaes of interest for the same age
groups were obtained from the WHO Mortality Databtsproduce the proportion of
deaths in each age group due to the causes ofsttgDd./,,.D,), wherei indicates a
specific cause of death category. Since the |gi=sst of mortality data available from the
WHO differed across countries, the latest yearabé évailable between 2006 and 2008
was extracted for each country in order to coventiost recent period possible and to
maximize coverage of comparison countries {Bage A2.1 for the country-year pairs
used in this analysis and their correspondingd¥pectancies). The results are not
sensitive to the choice of year used. When theyarsalvas repeated using data from

2006 for each country, the results were nearlytidahto those reported hete.

These data were then aggregated according to tjoe ozause of death categories of
interest (sed able A2.2 for the list of categories and corresponding IGDebdes).

These categories were specified per the Global&uad Disease Study (GBD)
classification (Mathers, Lopez, and Murray 2006] #re standard categories used in the
U.S. National Vital Statistics Reports (NVSR) (eXu et al. 2010). The proportions of
total deaths attributable to each cause categorg ta&en from the WHO and applied to
the HMD all-cause age-specific death rates to akdge-specific death rates by cause,
sex, and country.

Special Cases: Canada and Switzerland

For Canada, the latest year mortality data werdadola from the WHO Mortality
Database was 2004. | used mortality data for 26@m fStatistics Canada. These data

were aggregated using the same cause of deattodasgpns specified it able A2.2

15 Portugal was excluded from this robustness chieests 2006 cause of death data were not availabl
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and merged with the master data set. For Switzgrlzause of death data were coded
using less detailed four-digit numeric codes denplarger cause of death categories
instead of the customary four-digit alphanumeridesoavailable for the other 16
countries. It was not possible to extract all codesertain cause of death categories for
Switzerland. In cases where it was possible tadesatical cause of death codes,
Switzerland was included in the computation ofriiean of the comparison countries,
excluding the United States. Thus, the U.S. waspawed to a composite of comparison
countries calculated as the average of either I @ountries. The results were not

sensitive to the inclusion or exclusion of Switaed.

Methods

Age Decomposition

Decomposition methods can be used to determineathigibution of mortality

differences in specific age groups to differencelifé expectancy at birth between two
populations (Preston, Heuveline, and Guillot 200he following identity was used to
estimate the contribution of mortality differen@sages below 50 and at ages above 50
to the difference in life expectancy at birth bedwehe U.S. and each of the comparison

countries, as well as between the U.S. and the ositgpof the other countries:

(1) eg = 50Lo + p(50) * e5p,

where the contribution of mortality differences ab@ge 50 is the weighted difference
between the two populations’ life expectancy at 2@¢-,), and the weight is the mean

of the two countries’ probability of survival to@&0 p(50)) (Ho and Preston 2010).

62



This method produces results nearly identical ts¢hobtained using Arriaga (1984)’s
decomposition. The difference in life expectancpigh between the U.S. and each of
the individual comparison countries, as well asdifierence in life expectancy at birth
between the U.S. and the mean of the comparisantites, were decomposed using both
methods. Three different ways of generating a catgdife table for the mean of the
comparison countries were used:
1. Taking the mean of the individual countriés, ,L,, andT, columns,
2. Deriving a mean life table from the mean of thevidlal countries’l, and ,a,
columns, and
3. Deriving a mean life table from the mean of theividhal countries’,,m,,
and,a, columns.
When the decomposition methods were applied to ehttese three composites, highly
similar results are obtained. Weighting thm, values by population size would be
inappropriate in these and the subsequent anadyses the country, not the individual, is

considered to be the unit of analysis.

Cause-Deleted Life Tables

The remainder of this portion of the analysis f@susn ages below 50 because | find that
mortality differences at these ages make substandributions to Americans’ overall

life expectancy shortfall relative to the companisountries among both males and
females and because cross-national mortality @iffees at these ages are relatively

understudied. In addition, the main assumption tsegtnerate the cause-deleted life
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tables (Chiang’s assumption) becomes much moretenat the older ages due to

competing risks.

Cause-deleted life table methods were used to atimhat temporary life expectancy —
the expected number of years lived between agesl 3@ out of a maximum possible 50
years — would be in the absence of a particulaseat death (Preston, Heuveline, and
Guillot 2001). This approach uses Chiang’s assuwmptvhich assumes that the force of
decrement function from causés proportional to the force of decrement functicm

all causes combined in each age interval.

The proportion of deaths due to a specific causteath category in the age groupo
x + n was calculated as:

(2) ,,DL/.D, , wherei=communicable and nutritional conditions, HIV, ..nda
homicide.
Country-, year-, age-, and sex-specific survivabability (,,p,) and mean age at death
(na,) columns were drawn from the HMD. The cause-spepioportions from the
WHO were used to generate the' quantities:

(3)R™' =1~ ,D}/nDs.
The following life table columns were then genedlat® produce cause-deleted life tables
(life tables in the absence of a specific caus#eath category) for each country and

separately by sex:

(4) ;lp_l = (npx)R_L
(5) nlebn =71 1ps

(6) pdxt ="Iz" - (1 =5 peH)
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(7a) hai' =n+ R (4qx/nach) * (nay —n) forx =0, 1, 5, 45.

5

_'*dgic
20 2% 41 x = 10 to 40.

5 i * 90
. —ﬁ‘sdx_s +2.5'5dx+

* -l —
(7b) ya;t = o

(®) Lz’ =n-"liin +naz’ 5 dzt.
Temporary life expectancy between ages 0 and 8teiabsence of a specific cause of
death was obtained by summing the number of lierg/¢hat would have been lived
between those ages in the absence of that particalise L;"'s). Years of life lost
below age 50 due to each specific causere calculated as:

(9) X320 nlz' — X320 nlx-
These quantities were then used to calculate treeptage contributions of specific
causes of death to the total difference in yeatseolost below age 50 between the U.S.
and the comparison countries. All analyses wertopaed for each country and

separately for males and females.

II. Cohort Rankings and Ratios of Age-Specific Ddates

In the second part of the analysis, | compare %-path cohorts born between 1850 and
2004 in the United States to their mirror birth adhk in the other 16 high-income
countries. | assess the mortality performance egetbirth cohorts observed during the

period 1960-2005.

For each country, period age-specific death ratesli@wn from the HMD and aligned to
correspond to each 5-year birth cohort. For exantpéedeath rates of the 1900-1904
birth cohort correspond to the period death ratesifie group 55-59 in 1960, 60-64 in

1965, 65-69 in 1970, ..., 95-99 in 2000, and 1004h02005. The cohort death rate
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series is constructed this way for all other batimorts. Due to issues of data availability
and the fact that we have yet to observe the falitatity experience of the youngest birth
cohorts, many of these age-specific profiles amessarily incomplete. | use the
maximum amount of data possible for each birth cohges 0-4 and 105-109. Cohorts

born in the first half of the 2Dcentury have the most complete series.

For each cohort, the age-specific death ratesaateed from 1 to 17, such that the
country with the lowest mortality rate in each ggeup receives a rank of 1 and the
country with the highest mortality rate in each ggeup receives a rank of 17. In
addition, the ratio of the U.S. death rate to therage of the other 16 death rates is
calculated for each birth cohort-age-specific deatb. The presentation of the ratios
provides an alternate measure of the U.S.’s moyrtadérformance that allows for a

greater sense of the variation in the death rates.

Results

la. Age-Specific Contributions to the U.S. Life &sgancy Shortfall, 2006-2008

There is a tendency to overlook mortality at yourages since by and large, these high-
income countries have long completed their epid@giocal transitions, and most deaths
in these countries now occur at ages above 50. kenvthe decomposition results
indicate that mortality differences below age 58 @ucial in explaining life expectancy

differentials between the United States and otigdr-lncome countries.

On average, life expectancy at birth for Americaales is 2.2 years lower than the
comparison countriegigure 2.1 shows the contribution of specific age groupts t
2.2-year difference. All of the U.S. life expectgriisadvantage for American males is
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concentrated entirely below age 80. The contrilmstiof ages 80 and above are all
negative, indicating that in these age groups, Acaarmales experience lower death
rates than males in the comparison countries. @ifiees in infant mortality account for
12% of the male life expectancy gap, and half efghp is accounted for by mortality
differences between ages 0 and 39. Mortality défiees between ages 20 and 69 are
particularly important in explaining the male |lg&pectancy gap. Each of the age groups

in this age range contribute between 6.3%-10.4%efap in life expectancy at birth.

Life expectancy at birth for American females i8 gears lower than the average of the
comparison countries. The life expectancy disachgafor females is concentrated
entirely below age 85 gure 2.2). On average, mortality for American females asag
85 and above is lower than in the comparison casitCompared to males, we see that
among females, mortality differences between a§eml 79 account for the bulk of the
gap in life expectancy at birth. Differences inainf mortality account for 10% of the gap,

and half of the gap is accounted for by mortaliffedences between ages 0 and 54.

These figures showed the contribution of specifie groups to the gap in life expectancy
at birth between the United States and the aveshtiee comparison countries. In this
case, mortality differences below age 50 accouftte@7% and 41% of the U.S. shortfall
in life expectancy for males and females, respeltiwwWe are also interested in whether

this holds if we compare the United States to ed¢hese countries individually.

Figures 2.3 and 24 show the relationship between the size of the gdife expectancy
at birth between the U.S. and each of the compagsantries and the percentage

contribution of mortality differences below age 50r example, life expectancy for
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Swedish males is 3.3 years higher than that of Asaemales, and differences in
mortality below age 50 between the two countrieoanted for 59% of this 3.3-year
gap. Mortality below age 50 accounts for over loélthe gap in life expectancy at birth
between American males and males in 14 of the hfpaoison countries. For the
remaining two countries, Australia and Canadagctribution of mortality below age
50 is 41% and 49%, respectively. Thus, ages beldbwm&ke a substantial contribution to
the gap in male life expectancy at birth betweenUts. and other developed countries.
These ages account for two-thirds of the gap onageg and their contribution is always

in excess of two-fifths of the gap for all the campon countries.

For females, the U.S. shortfall in life expectaatypirth is less concentrated at ages
below age 50, with the contribution of mortalityfdrences at these ages ranging
between 22%-80%. However, mortality differencethase ages remain important
contributors. Mortality differences below age 5@@mt for over a third of the life
expectancy gap between American females and fenmalglsof the 16 comparison
countries. They are particularly important conttdog to the difference in life expectancy
at birth between American females and femaleserlthited Kingdom, the Netherlands,

and Germany, accounting for 80%, 62%, and 60%eddlgaps, respectively.

One intuitive way of interpreting these resultthiat even if life expectancy at age 50
were equalized among all countries, on average &18#1% of the gap in life
expectancy at birth between the U.S. and othertdesrwould remairf® Thus, it is clear
that, particularly for males but also for femalesyrtality at ages below 50 should not be

overlooked in examining differences in life expacyabetween the U.S. and other high-

1% This assumes that changing mortality at ages ab6weould not affect mortality at ages below 50.
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income countried’ It is also interesting to note that a negativatiehship exists

between the size of the gap in life expectancyrét Bnd the contribution of mortality
differences below age 50. This correlation is -G@4males and -0.88 for females. In
other words, the larger the difference in life estpacy at birth between the U.S. and any

given country, the smaller the proportion of the ¢fzat is attributable to ages below 50.

Ib. Cause of Death Contributions to the U.S. Exae&&ars of Life Lost Below Age 50,
2006-2008

Given the importance of mortality differences belage 50 in explaining the gap in life
expectancy at birth between the U.S. and otherldped countries, | now focus on
identifying the primary causes of death responditlmémericans’ excess mortality in

this age range. Males and females in the UnitettStase the most years of life below
age 50 in this set of high-income countrieEgg(ires 2.5 and 26). American males lose
1.36 years below age 50 compared to the compacantry average of 0.77 years,
while American females lose 0.80 years below aged®@pared to the comparison
country average of 0.45 years. As expected, fentasesfewer years of life before age 50
than males. Compared to the best performers, Stvetides and females, Americans are
losing over twice as many years of life below ageMotably, the other English-speaking
countries (Australia, Canada, and the United Kimgyplare clustered at the left side of
these figures, indicating that they, along with th8&., tend to lose more years of life at
younger ages than the other comparison countrlas.his two implications: first,

factors common to social structures in these c@sitnay be contributing to this

" This finding is robust to analyses that incorperiarger set of 21 comparison countries (Belgium,
Ireland, Iceland, Luxembourg, and New Zealand lageadditional countries).
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phenomenon. For example, the U.S., Canada, andaladtave been classified as liberal
welfare states, which are characterized by weat@aksafety nets and private provision
of services compared to corporatist-statist oradamocratic regimes (Esping-
Anderson 1990). Second, studies comparing the tiitates and the United Kingdom
are examining differences between the U.S. andbite nearest, relatively low-
performing neighbors. These studies often findddrgalth differences (Banks, Muriel,
and Smith 2010; Martinson, Teitler, and Reichmahll0suggesting that comparisons

between the U.S. and its higher-performing peensldvbe even more dramatic.

The cause-deleted life table results for maleshosvn inFigures 2.7a and 27b.

Compared to the mean of the other countries, Aragnnales lose more years of life
below age 50 from communicable diseases, and ffezatitial is similar for HIV and all
other communicable diseases. They also lose mas pé life below age 50 from
noncommunicable diseases. Looking at specific nmmeonicable diseases, American
males do well where cancer is concerned but wansdibetes, cardiovascular diseases,
respiratory diseases, digestive diseases, gem#yrdiseases, and congenital anomalies
at these ages. The largest differential betweetJtBe and the mean of other countries
exists for unintentional injuries, which is compdsd transport and non-transport
injuries. The U.S. performs poorly for both of teaibcategories. Most transport injuries
are motor vehicle accidents. Nontransport injucissist of deaths from accidental
poisoning and exposure to noxious substancesdceigdental drug overdose), falls,
accidental firearm discharge, accidental drownargl exposure to smoke, fire, and
flames.Table 2.2 shows the breakdown of nontransport deaths ocguaimong

American males at all ages and below age 50. 17 2806 of nontransport injuries
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below age 50 were due to accidental drug overdasether 20% of these deaths were
due to falls, accidental firearm discharge, acdialestrowning, and exposure to smoke,
fire, and flames, with falls and accidental drowgnbeing the largest contributors.
American males also lose more years of life belges 20 from intentional injuries,
which consist of suicide and homicide. The differ@rnin homicide mortality is
particularly large. Finally, American males alsedanore years of life below age 50
from perinatal conditions and drug-related causespared to males in the comparison

countries.

Figures 2.8a and 28b present the contribution of various causes oftdeayears of life
lost below age 50 for females. On average, Ameriearales also lose more years of life
at these ages from communicable diseases and namaoicable diseases than their
counterparts in the comparison countries. Thisedsfitial exists for cancer, diabetes,
cardiovascular disease, endocrine disorders, dvgediseases, genitourinary diseases,
musculoskeletal diseases, and congenital anomBlisrences in years of life lost
below age 50 between the U.S. and the mean of otlusmtries for unintentional injuries
are substantial and similar in magnitude for tramspnd nontransport injuries. Deaths
from accidental drug overdose accounted for 72%ootransport deaths among
American females below age 50 in 200al§le 2.2). Another 15% of nontransport
deaths at these ages were distributed roughly lyogprabng falls, accidental drowning,
and exposure to smoke, fire, and flames. Amerieamafes also lose more years of life
below age 50 from intentional injuries. This ditface comes entirely from homicide

since they lose fewer years of life from suicidmafly, American females lose more
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years of life before age 50 from drug-related caus®aternal conditions, and perinatal

conditions.

These findings are best summarizedigures 2.9 and2.10, which show the
contributions of mutually exclusive and exhaustaeses to the difference in years of
life lost below age 50 between the U.S. and themoéather countries (0.59 years for
males and 0.35 years for females). Among malestemiional injuries (transport and
nontransport injuries, 34%), intentional injurié®Kicide and suicide, 23%),
noncommunicable diseases (18%), and perinatal tonsli(13%) are the largest
contributors to the difference in years of lifetlbelow age 50 between the U.S. and the
mean of the comparison countries. Together, thmsechategories account for 88% of
American males’ excess years of life lost below a@eUnintentional injuries are the
largest contributing category, with transport andtnansport injuries contributing 18%
and 16%, respectively. Just under half of the nomoanicable disease contribution
comes from cardiovascular disease. Communicablaatrdional conditions, including
HIV, and suicide make relatively small contributsoim the American males’ excess in

years of life lost below age 50.

Among females, unintentional injuries (30%), nonoaummicable diseases (29%), and
perinatal conditions (19%) are the main contribsitorAmericans’ excess years of life
lost below age 50. Along with homicide (7%), theaeses of death account for 85% of
the difference in excess years of life lost bel@& 80 between the U.S. and the
comparison countries. Suicide is not included is tigure since American females
actually perform better than their counterpartstimer developed countries where suicide

mortality is concerned. As was the case for matassport and nontransport injuries
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make substantial contributions (16% and 14%, respyg), accounting for just under a
third of American females’ excess years of lifet loslow age 50. Noncommunicable
diseases contribute another third of American fesiaxcess years of life lost below age
50, with just under a third of this contributionngimg from cardiovascular disease.
American females perform poorly in terms of mostecmmmunicable diseases,

particularly respiratory diseases and digestiveatiss.

In summary, transport injuries, nontransport irgariand perinatal conditions are key
contributors to U.S. excess years of life lost eEwages 0 and 50 for both males and
females. The contribution of cardiovascular diseas@milar for males and females, at
about a tenth. Differences between males and fenaatéeobserved for homicide and
noncommunicable diseases besides cardiovascutasgishomicide makes a larger
contribution for males, while noncommunicable dsssamatter relatively more for

females.

While there are advantages to comparing the Ui8tatks to the average of the
comparison countries, it is also interesting tonexe the contributions of the causes of
death to the difference in years of life lost belage 50 between the U.S. and each of the
individual comparison countrie¥ables A2.3 andA2.4 show these comparisons for
males and females, respectively. Overall, comminhécdiseases, suicide, and maternal
conditions (among females) do not emerge as impbctantributors in any cases. In
general, the contributions of cardiovascular disea®l all noncommunicable diseases
are similar to the mean scenario. One notable ¢xres the United Kingdom-U.S.
comparison, where the total contribution of noncammable disease is smaller than in

the mean case (3% vs. 18% among males and 15%%sagiong females). Among
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males, suicide is more somewhat important thahemtean case for the differences
between the U.S. and ltaly, Portugal, and Spaihpagh its contribution never exceeds
15%. Homicide is an important contributor in alkea for males, with its contribution
ranging between 15%-25%. Among females, the carttdhs are fairly similar to the
mean case. The contributions of transport and ansport injuries are also fairly similar
to the mean, with the exceptions of Italy, wheme ¢bntribution of transport injuries to
the Italy-U.S. differences are roughly half the trdnution of the mean-U.S. differences,
and Finland, where the contribution of nontranspguries to the Finland-U.S.
differences are much smaller than in the mean-th®parisons. The contributions of
perinatal conditions in the individual comparis@ns also similar to the mean scenario
with the exception of the Canada-U.S. comparisshgre perinatal conditions make a
much smaller contribution. Thus, while there is sdmeterogeneity when the individual
country comparisons are considered, the main fgslare robust: unintentional injuries,
noncommunicable conditions, perinatal conditiomsl Bomicide are the key contributors
to the U.S. shortfall in years of life lost belogea50 in nearly all cases, while
communicable diseases, suicide, and maternal ¢onsliare not major contributors in

any of the comparisons.

Il. Cohort Rankings and Ratios of Age-Specific Ddrates

Figure 2.11 shows the ranking of U.S. age-specific mortalities between ages 0 and
109 among the 17 countries. Until roughly age 7hefAican males and females perform
poorly, ranking last or close to last in every ggeup. After age 75, the U.S. rankings

improve dramatically until American males and feasaéxperience the second lowest
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death rates at ages 95 and above. This patterfirstadocumented by Ho and Preston
(2010), who considered four possible explanatiangtfe unique pattern of U.S.
mortality rankings at ages 40 and above. They coledl that the evidence most strongly
supports the hypothesis that the U.S. health geters performs especially well for
older patients. This pattern and the poor perfoeasf the U.S. is not due to higher
mortality experienced by disadvantaged minorityugo Non-Hispanic whites are
arguably the most privileged racial/ethnic grouphe United States, and when the
rankings are repeated using the U.S. non-Hispahitewwopulation, the picture remains
the same. It is crucial to address the large ansigient racial and socioeconomic health
inequalities that exist in the U.S. However, altmey are not sufficient to explain to

explain the U.S.’s low life expectancy ranking.

Figure 2.12 shows the ratio of U.S. mortality rates to therage of the other 16
comparison countries by age. The pattern is rouginiylar for males and females: the
ratio is highest at the infant and young adult ageaking at just under 2 for males aged
20-24 and females aged 25-29. The male ratio besethe female ratio until age 25-29;
between ages 25 and 85 the female ratio lies alh@venale ratio. The ratios for both
males and females decline between roughly agesa@8%, with a hump for females
between ages 60-70 that disappears once smokiitgdgable mortality is removed
among all countries (Ho and Preston 2010). Thesdtill below one at age 80 for males

and age 85 for females, and remain below one thrthe highest age group (105-109).

In this analysis, | extend this work by explorirankings and ratios for birth cohorts
whose mortality is observed in the period 1960-2@&amining the mortality experience

of birth cohorts is particularly instructive becausallows for the comparison of
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American cohorts who have experienced similar expassat the same ages over the life
course to their counterparts in other high-incomentries.Figures 2.13 and 214 show

the rankings for U.S. birth cohorts of males anddées, respectively, among the set of
17 countries. First, it is evident that the shap#ese cohort patterns is very similar to
that of the period figure shown Figure 2.11. For these male and female birth cohorts,
Americans perform exceptionally well at the oldages, exhibiting among the lowest
mortality rates in this set of countries. Betweeaghly ages 30 and 74, however, nearly
all cohorts rank in the bottom half of the 17 coie#, with females doing somewhat
worse than males. The most interesting divergert@den the cohort and period
rankings occurs at the younger ages, between aged 84. Cohorts born around the
middle of the 28 century actually perform quite well in these yoengge groups
(Figures 2.13 and2.14, panels B and C). In contrast, the patterns foods born in the
last quarter of the ZDcentury are very similar to the period patternefTexhibit among
the highest mortality rates in this set of highame countries, as far as we are able to

observe them. Overall, the rankings patterns agelysimilar for males and females.

Figures 2.15 and2.16 show the ratios of U.S. age-specific death raidbe average of
the other comparison countries for the same botiods. The improvement in U.S.
mortality relative to the comparison countriesdb@ed in these figures when the ratio
drops below 1 around age 65, earlier than obsarvdt period figure. For both male
and female birth cohorts, Americans at the oldgesaxperience mortality rates up to
20% lower than the average of the comparison cmsntin the middle age range, this
ratio decreases with age. Americans in these baftiorts may experience mortality rates

up to 40% higher than the average of the compageantries in their thirties, but this
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ratio gradually converges towards 1 with age. Taikepns are noisier at the younger
ages, but it is clear that all cohorts born betwE@50 and 2004 experience elevated
mortality rates relative to their counterpartsha tomparison countriekiQures 2.15
and2.16, panel C). The ratios are highest in these adetdésand young adult ages, where
American males and females in these birth cohomiergence death rates up to 80%-90%
higher than their peers in the comparison countiMsle the pattern in the ratios is
roughly similar for males and females, the ratiesgenerally smaller in magnitude for
females than males. In addition, the pattern irraies for birth cohorts born in the first
half of the 28 century Figure 2.16, panel B) is more differentiated among the female
birth cohorts, with two sets of peaks observedyas&20-29 and ages 60-69. This is
particularly noticeable for the 1940-1944 and aelidirth cohorts, which were the

heaviest-smoking birth cohorts of American womeregkbn and Wang 2006).

Discussion

This study demonstrates that deaths occurring @ger ages — below age 50 — account
for 67% and 41% of the gap in life expectancy ghtdietween American males and
females, respectively, and a set of high-incomepaomon countries. The main causes of
death responsible for the U.S.’s excess yeargeoldst below age 50 are unintentional
injuries (transport and nontransport injuries), canmunicable diseases, perinatal
conditions, and homicide. While unintentional imgsrand perinatal conditions make
similar contributions among both males and femdlesjicide is more important for
males and noncommunicable diseases are more impéotdemales. American females

in this age range also experience an advantagernstof suicide mortality relative to the
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comparison countries, while American males do @ohort patterns of rankings and
ratios illustrating the mortality performance of Antan birth cohorts born between
1850 and 2004 relative to their counterparts irepthgh-income countries reveal that
these cohorts consistently perform exceptionally} atehe oldest ages and very poorly

in the middle ages.

Infant Mortality

It is well-known that infant mortality rates in theS. exceed those in other developed
countries. Previous observers have noted thatti@rgin the definition of a live birth
across countries may result in underestimatesfafirmortality in other countries
relative to the United States. Efforts to standagdhe definition of live births and infant
deaths across countries attenuate but do not @tmthe U.S. disadvantage in infant
mortality (MacDorman and Mathews 2009; Joseph.€2Gl2). MacDorman and
Mathews (2009) concluded that the high percentagesderm births (births that occur
before 37 weeks of completed gestation) in the 3.8 .key contributor to its infant
mortality disadvantage. They demonstrate thatafhS. had the same distribution of
births by gestational age as Sweden, its infantatty rate would be 33% lower.
Compared to European countries, the U.S. has vghyrhtes of preterm births. In 2004,
12% of all births in the U.S. were preterm birthijle this figure ranged from 6.3%
(Sweden and France) to 11% (Austria) among theor#arison countries considered in
a recent U.S. National Center for Health Statidfiesa Brief (Ibid.)*® Observers have

noted that neonatal intensive care units in the peorm very well in saving preterm

18 Although preterm births have declined over timéhia United States, the preterm birth rate remaired
12% in 2010 (Martin et al. 2012).
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and low birth weight babies. An examination of géshal age-specific infant mortality
rates shows that the U.S. performs very well nedattd other high-income countries for
infants born between 24 and 37 weeks of gestaltatDorman and Mathews 2009). For
term infants (born at 37 or more weeks of gestatioowever, U.S. infant mortality rates
exceeded those of other European countries (I0itlg.causes of preterm births are less
well understood than the causes of intrauteringvtireestriction. So far, the most
important causes of preterm births that have beemntified include genitourinary tract

infections, multiple births, and smoking (Krameiakt2010).

Homicide

Homicide accounts for roughly a fifth of excess U&ars of life lost below age 50 for
males and less than a tenth for females. Gun oWwipeismuch higher in the United
States than other countries, although precise atsrare difficult to come by. The U.S.
owns roughly 35%-50% of civilian-owned guns worldej with a lower bound estimate
of 83 firearms per 100 for the U.S. compared t@&1100 for Switzerland, the
comparison country with the second-highest ratguof ownership (Small Arms Survey
2007). Studies have documented that gun ownersti@@ailability are associated with
greater risk of violent death among both childrad adults within the United States.
(Kellermann et al. 1993; Cummings et al. 1997; &fillAzrael, and Hemenway 2002).
The U.S. is clearly an outlier in the percentagésofiomicides that are due to firearm
discharge. In 2007, about 73% of homicides occgro@elow age 50 in the U.S. were
homicides by firearm. Among the comparison counsirire average was 25%, ranging

from 1.5% in Japan to 52% in Italy. Homicide is tdaise of death that has been most
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strongly linked to income inequality and socialadganization (Lynch et al. 2004;
Kennedy, Kawachi, and Prothrow-Stith 1996). Witthia United Statetiomicide has
also been linked to poverty, structural disadvamtagsidential segregation, and
community levels of social capital and trust (M3s$895; Messner, Baumer, and

Rosenfeld 2004).

Unintentional Injuries

One of the most striking findings from this studythe sizeable contribution of
unintentional injuries, which make the largest Brgpntribution of any cause of death
category. Unintentional injuries account for nearlthird of U.S. excess years of life lost
below age 50 among both males and females. Trangpainly motor vehicle accidents)
and nontransport (mainly accidental drug overdogajies make roughly equal
contributions. A recent report by the Transportaftesearch Board (2010) found that
the fatality rate per 100 million vehicle kilometdraveled is highly similar for the
United States and a set of 15 comparison countndact, until 2004, the fatality rate
per 100 million vehicle kilometers traveled was &wvior the U.S. than for the composite.
The annual number of vehicle kilometers driverhia U.S. far exceeds that in the
comparison countries, with the difference widerongr time and reaching roughly 1.4
trillion kilometers or over 870 billion miles drimen 2007 (lbid.). The total population of
these 15 comparison countries exceeds that of 8e thus, the difference in annual
kilometers driven per capita would be even morendtéc. The excess mortality from
motor vehicle accidents in the U.S. is therefotelattable to a greater amount of driving

rather than a higher fatality rate per mile driven.
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Accidental drug overdose has increased dramatisadbe the early 1990s and
particularly in the 2000s in the United States @&010). Accidental drug overdoses
were responsible for 91% of unintentional poisordegths in the U.S. in 2009 (CDC
2012). Prescription painkillers (e.g., methadonyelrbcodone, and oxycodone) were the
most commonly implicated in overdose deaths, foddvwy heroin and cocaine (CDC
2011). After opioid analgesics, benzodiazepineSdapressants, and antiepileptic and
antiparkinsonism drugs were the most commonly wealin pharmaceutical overdose
deaths (Jones, Mack, and Paulozzi 261 Nonmedical use of prescription drugs (use of
drugs without a prescription, in ways other thasspribed, or solely for inducing an
experience or feeling) is a significant contributthese deaths. Trends in accidental
drug overdose mirror increases in prescription drsggyin the United States. Between
1990 and 2008, spending on prescription drugs withe U.S. increased nearly sixfold,
from $40.3 billion to $234.1 billion (Kaiser Famifoundation 2010). Although age-
specific death rates are highest between the dgsand 60 (CDC and NCHS 2012),
prescribing — particularly the use of stimulantgjdepressants, and antipsychotics — has

also increased among children over the past dg¢émtavitz 2010).

The high burden of deaths from accidental drugdese in the U.S. relative to the
comparison countries is consistent with internatiastimates of drug use. Data from the
WHO World Mental Health Surveys conducted betwe@®122005 suggest that the U.S.
is an outlier in terms of lifetime incidence of gruse (Degenhardt et al. 2008).

Compared to 7 other high-income countries, the biad.the highest levels of cocaine

¥ Three of these — benzodiazepines, antidepressamtsintiepileptic and antiparkinsonism drugs — are
commonly prescribed for mental health conditiortsdis have documented that those with mentalealt
disorders are at greater risk of heavy therapeistsG nonmedical use, and overdose from prescription
opioids (Becker et al. 2008).
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use (16.2% versus 0.3%-4.1% among the comparisantrees), despite its severe
regulatory environmerff Addressing drug use at young ages is importamgikiat the
median ages of drug use, abuse, and dependerazatiprior to age 20 and given its

potential to negatively impact later life outcon{8svendsen et al. 2008).

Mental Health

One observation about these main contributors tessxmortality below age 50 is their
potential relationships with mental health. Simtlatheir poor performance on other
indicators in this age range, Americans had thadsgprevalence of having a mental
disorder in the past year among 8 high-income c@mméaccording to surveys fielded
between 2001-2003 (WHO World Mental Health Surveysbrtium 2004). This finding
held for anxiety, mood, impulse-control, and subséadisorders (Ibid.). While these
estimates are based on diagnostic interviews (rétla@ asking respondents whether they
have ever been diagnosed with these conditionsjr@eersy remains over the reliability
of international rankings due to cross-nationdleddnces in the reporting of symptoms.
Studies have found that a number of chronic physmaditions, including diabetes,
hypertension, and heart disease, are associateaffgctive disorders (Scott et al. 2007).
In addition, findings from longitudinal studies indte that several mental disorders are
associated with an increased risk of later substase (Swendsen et al. 2010). These
findings highlight the importance of considering/ige range of health outcomes and

linkages among them.

% These seven countries are: Belgium, France, Gernfiaafy, Japan, the Netherlands, and Spain.
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Cohort Patterns

The cohort patterns of international mortality risugls are generally consistent with the
pattern observed in the most recent period, 20@82Americans in these birth cohorts
perform poorly in the middle ages but exceptionalgll at the older ages, with the shift
occurring between ages 60 and 75. In 2006-2008)t8ehad among the highest death
rates in the set of comparison countries at belgav3®. In contrast, birth cohorts from
the middle of the ZBcentury performed quite well at these ages, etihipa U-shaped
pattern of rankings rather than the elongated $esth@attern of period rankings. While
further work remains to be done to explain theseds, it is possible that the positive
performance of these birth cohorts may be relatgddre favorable conditions in the
United States relative to conditions in Europe nigithe first and second World Wars.
Americans born in the latter half of the™2@entury perform particularly poorly at the
younger ages in terms of both low rankings (oftepegiencing the highest or second-
highest death rates in this set of countries) agkl mortality ratios (reaching a maximum
of 1.9 for both males and females). Among femalesyirth cohorts since the 1965-1969
birth cohort have been ranked in the top half ef¢cbmparison countries in the ages at
which we are able to observe them. Among malespitttare is highly similar, with the
exception of the 5-9 age group. All cohorts of Aro&n males born since 1975-1979
have been ranked in the bottom half of the compart®untries. These trends are
consistent with Heuveline (2002)’s assessment®fils. as an outlier among
industrialized nations in terms of adolescent amaging adult mortality. It also supports
the conclusion drawn from the first set of analyse=sented in this paper that greater

attention should be paid to mortality conditiony@tinger ages in the United States.
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Limitations

There are some important limitations to this analysirst, health is a multidimensional
construct and covers many domains of life, inclgdime physical, affective, cognitive,
social, and functional. Mortality measures alonendbcapture the full range of health.
However, linkages between mental and physical hexdist, and it is likely that
conditions contributing to high levels of excesstality are also contributing to greater

morbidity in the U.S. population.

Additionally, this study necessarily relies on temparability of mortality data across
countries. The set of countries under analysisaki@gh-income countries with well-
developed, complete vital registration systems (et et al. 2005). The World Health
Organization has made international recommendatiegerding the coding of the
underlying cause of death, which have helped stamadeath certification across
countries (Désesquelles et al. 2010). While somiati@n in coding practices remains,
this is mitigated through the use of broader hilltistormative cause of death categories.
It is not expected that minor variations in codprgctices would change the results
substantially’* In addition, restricting the analysis to ages bel® means that much of

the difficulty associated with ascertaining causdeath among the elderly is avoided.

In the second part of the analysis, which evaluateg U.S. mortality rates compare to
those of the comparison countries between aged Q@ age misreporting may be an
issue. Preston, Elo, and Stewart (1999) foundfthahree typical patterns of age

misreporting, age misstatement results in downwhiased mortality estimates at the

2 For example, it seems unlikely that a death frisafms would be classified under communicable and
nutritional conditions or noncommunicable diseasgiser than as a homicide. Deaths from drug-related
causes are expected to fall under nontranspori@sjfas an accidental poisoning) or noncommuné&abl
diseases, both of which are important contributors.
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oldest ages. If age misreporting is more sevetkdarnited States than in the
comparison countries, it is possible that the 4.Superior performance in rankings and

ratios observed at the oldest ages may be artdhctu

Conclusion

We have arrived at a picture of how mortality ie thnited States compares to other high
income countries in a recent period. American matesfemales have the lowest and
second lowest life expectancy at birth, respectiveinong a set of 17 high-income
countries. Among males, the majority of the U.Sr#fhll in life expectancy at birth is
attributable to mortality differences below age &0d these ages also account for a
substantial proportion of the female disadvantage. major causes of death contributing
to excess years of life lost below age 50 in th®. Welative to the comparison countries
are: unintentional injuries (particularly acciddrdeug overdose and motor vehicle
fatalities), noncommunicable diseases, perinatadiitions, and homicide. Diverse
factors including increased prescribing, commupagerns, public transportation
systems, widespread automobile ownership, loweuladipn density, health behaviors,
access to health insurance, access to firearmgeamtential segregation may be

contributing to the U.S. mortality disadvantag¢hatse ages.

Identifying which ages and causes of death are negpbnsible for the U.S.’s low life
expectancy ranking is essential for developingdorined analysis to adjudicate among
the proposed explanations. Many of these explamstiat their core, are concerned with
distinctive features of American society. It isdii that a comprehensive explanation lies

at the intersection of a broad and diverse sevabsforces. That the U.S. appears to
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perform poorly across a diverse set of diseasesanditions suggests that attention
should be paid to social and contextual factorsgshape day-to-day life in the United

States and have the potential to affect outcomesaenany domains.
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Tables

Table 2.1. Life Expectancy at Birth, Difference with Unit&dates, and Ranking for
Males and Females in 17 High-Income Countries, 2007

Males Females
Difference Difference

Country @ withU.S. Rank & withU.S. Rank
Switzerland 79.32 3.68 1 84.09 3.31 3
Australia 79.27 3.63 2 83.78 3.00 6
Japan 79.20 3.56 3 85.98 5.20 1
Sweden 78.96 3.32 4 82.95 2.17 7
Italy 78.82 3.18 5 84.09 3.31 3
Canada 78.35 2.71 6 82.95 2.17 7
Norway 7825 261 7 82.68 1.90 11
Netherlands 78.01 2.37 8 82.31 1.53 13
Spain 77.62 1.98 9 84.03 3.25 5
United Kingdom  77.43 1.79 10 81.68 0.90 15
France 77.41 1.77 11 84.43 3.65 2
Austria 77.33 1.69 12 82.86 2.08 9
Germany 7711 1.47 13 82.44 1.66 12
Denmark 76.13 0.49 14 80.53 -0.25 17
Portugal 75.87 0.23 15 82.19 1.41 14
Finland 75.86 0.22 16 82.86 2.08 9
United States 75.64 17 80.78 16
Non-U.S. Average 77.81 2.17 83.12 2.34

Source Human Mortality Database (2012).

Table 2.2. Nontransport Injuries by Type (%), Males and FesaJnited States, 2007

Males Females
Below Below
All Ages Age 50 AllAges  Age 50
Accidental drowning 5.8 8.3 2.5 5.2
Accidental firearm discharge 1.2 1.7 0.2 0.6
Accidental poisoning and 42 3 63.8 335 720
exposure to noxious substances
Exposure to smoke, fire, and 49 38 4.4 56
flames
Falls 25.0 6.6 36.2 3.8
Residual 21.5 15.8 23.1 12.8

Source Author’s calculations based on World Health Oiigation (WHO) Mortality Database data.
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Figures

Figure 2.1. Contribution of Mortality Differences by Age (%) the Gap in Life
Expectancy at Birth Between the United States had\verage of 16 OECD Countries,

Males, 2007
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Source Author's analysis based on data from the Humanallty Database (2012).
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Figure 2.2. Contribution of Mortality Differences by Age (%) the Gap in Life
Expectancy at Birth Between the United States hadAverage of 16 OECD Countries,
Females, 2007
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Source Author's analysis based on data from the Humandlity Database (2012).
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Figure 2.3. Contribution of Mortality Differences Below Ag&®%%) to the Gap in Life
Expectancy at Birth Between the United States #&h@ECD Countries, Males, 2087
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Source Author's analysis based on data from the Humantaity Database (2012).

% The red triangle indicates the average of thedtBparison countries. If a country lies above theebl
50% line, over half of its advantage in life ex@axty at birth relative to the U.S. is attributatdenortality
differences below age 50. Percentages in exceb808h result from cases where life expectancy atge
is higher in the U.S. than in the comparison coufior example, if the U.S. experienced Finnish maytal
rates above age 50 (i.e., if only differences intality below age 50 remained), the gap in life @xtancy
at birth between the U.S. and Finland would grow846% of its current value.
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Figure 2.4. Contribution of Mortality Differences Below Ag®%%) to the Gap in Life
Expectancy at Birth Between the United States &n@ECD Countries, Females, 2687

100%
8\0, United Kingdom
o 80%
e
i)
(=)
<
% Netherlands
S Germany
m 60%
> Portugal Sweden
E Norway
o} Austria Average
2 .
5 40% Finland™ A Italy
S Spain i
_g Canada p Switzerland
>
Q Australia France Japan
S 20%
(@)

O% T T T T T 1
0 1 2 3 4 5 6

Life Expectancy Gap Between the United Statesand Country X (Years)

Source Author's analysis based on data from the Humandlity Database (2012).

% The red triangle indicates the average of thedtBparison countries. If a country lies above theebl
50% line, over half of its advantage in life ex@axty at birth relative to the U.S. is attributatdenortality
differences below age 50. Denmark is not shown bieree the life expectancy of American females
exceeds that of Danish females.
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Figure 2.5. Years of Life Lost Before Age 50, Males, 17 OECBuntries, 2006-2008
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Source Author's analysis based on data from the Humantaity Database (2012).

Figure 2.6. Years of Life Lost Before Age 50, Females, 17 @HECountries, 2006-2008
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Source Author's analysis based on data from the Humandlity Database (2012).
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Figure2.7a. Years of Life Lost due to Specific Causes of heMales, 2006-2068

Q 14 B United States B Mean of Other Countries
LO .
8’ 1.2
2L
® 10
5
n 0.8 -
B 0.6 -
|
Q@ 0.4 -
: 0.2 -
o]
2 0.0 - : - . ‘_,_-_,_,_L_\
8 s s &« S S ) S
> Q‘b\}%@ .%efz’%e Q} \‘2‘& %6‘1’%6 \‘2?"6\ @i\c’e) \%%@.%06\6 b 6\‘2}& (000

> & © ¥R R N S &

N s ¢ @ «F AP MR R &

& & N &V e & B &
& & & F o o & e
N <
Qo,\&“ & 00‘&“ K\ . > S oo R
Q’&Q‘b’ éolo \0\\96
006&\ v

Source Author's analysis based on data from the HMD 2Gind the WHO (2011).

Figure 2.7b. Years of Life Lost due to Specific Causes of DeMales, 2006-2008
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Source Author's analysis based on data from the HMD 2Gind the WHO (2011).

%4 The following causes of death categories are niiyta&clusive: communicable diseases,
noncommunicable diseases, perinatal conditionsitemniional injuries, and intentional injuries. Drug
related causes overlap with some of these categyoragably noncommunicable diseases and uninteaition
injuries (se€l able A2.2 for further detalil).
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Figure 2.8a. Years of Life Lost due to Specific Causes of bhe&emales, 2006-2068
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Source Author's analysis based on data from the HMD 2G&ihd the WHO (2011).

Figure 2.8b. Years of Life Lost due to Specific Causes of he&emales, 2006-2008
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Source Author's analysis based on data from the HMD 2G&ihd the WHO (2011).

% The following causes of death categories are niiyta&clusive: communicable diseases,
noncommunicable diseases, perinatal conditionsitemniional injuries, and intentional injuries. Drug
related causes overlap with some of these categyoragably noncommunicable diseases and uninteaition

injuries (se€l able A2.2 for further detalil).
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Figure 2.9. Contribution of Causes of Deato Difference in Years of Life Lo Below
Age 50Between the U.S. and the Mean of Other Countriede®] 200-2008
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Source Author's analysis based on data fromHMD (2012) and the WHO (2011).

Figure 2.10. Contribution of Causes of Deato Difference in Years of Life LoBelow
Age 50 Between the.S. and the Mean of Other Countries, Females,-2008
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Source Author's analysis based on data fromHMD (2012) and the WHO (2011).
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Figure 2.11. Ranking of U.S. Age-Specific Death Rates Among burdries, 2006-2008
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Source Author's analysis based on data from the Humanallty Database (2012).

Figure 2.12. Ratio of U.S. Age-Specific Death Rates to Averafyg6Countries, 2006-
2008
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Figure 2.13. Cohort Rankings of U.S. Age-Specific MortalitytBs, Male Birth Cohorts Born Between 1850 and 2004
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Figure 2.14. Cohort Rankings of U.S. Age-Specific MortalitytBs, Female Birth Cohorts Born Between 1850 and 200
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Figure 2.15. Cohort Ratios of U.S. Age-Specific Mortality Reitdale Birth Cohorts Born Between 1850 and 2004
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Figure 2.16. Cohort Ratios of U.S. Age-Specific Mortality Ret&emale Birth Cohorts Born Between 1850 and 2004
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CHAPTER I11. Season of Birth, Environmental Exposures, and Adult

Health in Six Developing Countries

I ntroduction

Chronic disease has become increasingly importaatraajor cause of morbidity and
mortality worldwide. Estimates from the Global Bardof Disease Study indicate that
noncommunicable diseases accounted for approxiyn@seb% of all deaths in 2010
(Lozano et al. 2012). Out of the top 10 and 25 eawd death, five and 13, respectively,
were noncommunicable diseases (Ibid.). Increasjmghiearchers have taken a life
course approach to unpacking the determinantseafiéivelopment of chronic disease and
adult mortality. Many studies have concentratedhenearly life origins of adult health,
how exposures experienceduteroor in infancy and early childhood affect morbidity

and mortality later in life.

However, the importance of environmental conditierperienced in early life for health
over the life course remains relatively understddiefectious disease exposure and
nutrition are two of the most important early Idenditions thought to influence health
and mortality in adulthood, and environmental ctiods have the potential to influence
both disease environment and nutritional intakén@prenatal and postnatal periods. For
example, certain temperature and rainfall levelsaduce conditions that are
particularly conducive to the spread of infectiamnsl parasitic diseases such as malaria,
dengue, dysentery, cholera, and diarrheal dis¢Bssisa et al. 1994; Craig et al. 1999;
Craig et al. 2004; McEniry and Palloni 2010). Ralh&éind temperature levels also play a

major role in determining crop yield and the quatif the harvest, which in turn affect
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maternal and infant nutrition. Environmental coiudtis are likely to have exerted
particularly strong effects in developing countnietsich, for much of the 2Dcentury,
lacked widespread access to refrigeration, cleaernwand sanitation and experienced
very high burdens of infectious and parasitic dsesa Several prior studies have
examined the effects of extreme, one-time shoc&l as famines, recessions, and
pandemics experienced early in life on cardiovasadisease, disability, socioeconomic
outcomes, and mortality in adulthood, primarilythe United States and other developed
countries. In this chapter, | am interested in \whett is possible to detect the effects of
exposure to routinely-experienced climate condgiearly in life on later life health
outcomes in developing countries. Developing caestialong with developed countries
prior to the epidemiological transition, are theatlsettings to examine these associations
because many of the mechanisms relating earlgif®sures and adult health operate

only in conditions of high infectious disease burgléCrimmins and Finch 2006).

In part due to limited data availability, few ditéests of the effects of environmental
conditions on later life health have been performmedeveloping countries. Other studies
have used season of birth as a primxythese exposures because there exists seasonal
variation in disease prevalence and in food aviitgbWhile season and month of birth
patterns in health and mortality in developed coestare well-documented, relatively
less is known about whether these patterns extweloping countries and whether they
differ from those observed in developed countildss study aims to fill these gaps in

the existing literature by: (1) estimating the asstions between season of birth and
adult health outcomes in six developing and newtlustrialized countries (India, China,

Ghana, Mexico, Russia, and South Africa), and€&jing whether environmental
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conditions (rainfall and temperature levels) exgaced around the time of birth affect
adult morbidity in India. These analyses have thiemtial to contribute to further
theoretical refinements and to shed light on eédydeterminants of health among aging

populations in developing countries.

In four of these countries (Ghana, Mexico, Rusam, South Africa), | find that
individuals born in the autumn may experience dthealvantage relative to those born
in the other three seasons. This is consistentse#ison of birth patterns in longevity
observed in developed countries (Doblhammer 20@bjammer and Vaupel 2001,
Gavrilov and Gavrilova 2011). According to the eixig literature, the primary
explanations for this autumn-born advantage areasd exposure to infectious diseases
and more favorable maternal and fetal nutritiomaiditions during the third trimester
(coinciding with the harvest season) for autummbodividuals compared to those born
in other seasons. In contrast, | find that in Chtha autumn-born appear to experience a
health disadvantage relative to those born in adkasons. In India, which has slightly
different seasons due to the monsoon, individuaita during the monsoon season appear

to be healthier than their counterparts born irrpoeasons.

In India, | observe the most consistent associatimiween rainfall and temperature
conditions prevailing during the pre- and postnptaiods and blood pressure and height
in adulthood. Based on the existing literatureséhare two of the health outcomes we

would expect to be most strongly associated wittydiée conditions®® In general,

% Barker's fetal origins hypothesis and a substabbaly of literature in this vein relates adveraelife
conditions to an increased risk of cardiovascuiseake and mortality from cardiovascular disease in
adulthood. Three of the primary risk factors fordiavascular disease are high blood pressure, high
cholesterol, and diabetes. Unfortunately, no bil@lgneasures of the latter two risk factors arailable
in the datasets used in this chapter.
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higher levels of rainfall and temperature arourelttime of birth appear to be deleterious
for these adult health outcomes. Supplemental aesalgf temperature and rainfall
shocks and considering a longer post-birth windogvtbrough 5 years after birth)
support the importance of nutritional conditionsidg gestation and infectious diseases

experienced during the weaning period for adulttheautcomes.

Background

Early Life Conditions and Health Over the Life Csar

In recent decades, renewed interest in early @feditions was spurred in part by
observations that adult risk factors could notrehipredict individual risks of
developing chronic disease or account for betwaengydifferences in chronic disease
burdens (Kuh and Ben-Shlomo 1997). Although thediburse framework encompasses
exposures that accumulate throughout the life @(gg., those that occur during
gestation, childhood, adolescence, young adulthekad), the most relevant frameworks
for this chapter focus on conditions experiencedngugestation and early infancy,

regarded as a “critical period” of exposure.

Prenatal Exposures: Nutrition and Infection
Barker’s fetal origins hypothesis (Barker and Osthtf86; Barker 1995; Barker et al.
2002; Eriksson 2005) focuses on the relationshipvden early life nutritional conditions
and later life health. This model posits that adgarutritional conditions experiencied
uterocan “program” organ systems (referred to as dgvetmtal plasticity),

predisposing the individuals experiencing unfaviegaonditions during critical
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developmental periods to develop cardiovasculagadis in adulthood. Birthweight and
length at birth are the most commonly used mar&efstal nutrition (Barker et al. 2002,
Forsén et al. 1999; Roseboom et al. 2001). In d@strepecific form, undernutrition in
mid- to late gestation leading to small size avd\eeight at birth, combined with catch-
up growth in childhood, increases the risk of adalonary heart disease (CHD) (Barker
1995; Eriksson 2005). For example, using data fagrelsinki hospital cohort born in
1924-1933, Eriksson et al. (1999) and Barker €28l02) documented negative
associations between birthweight and deaths fror® @hd between birthweight and the
incidence of CHD, type 2 diabetes, and hypertensiohoth of these studies, individuals
who had low birthweights and who experienced acatdd weight gain between ages 3-
11 had the worst health outcomes, experiencindpifteest risk of dying from CHD and

the highest incidence of CHD, type 2 diabetes,artension (lbid.).

However, most other studies testing the Barker thg®is focus on associations between
measures of intrauterine conditions and adult healtcomes without considering
compensatory growth in childhood. The majorityledde studies examined effects of
early life exposure to famines and to the 1918imiza pandemic on later life outcomes
since these two types of events are considered &xbgenous shocks or “natural
experiments.” Findings from famine studies havenbeexed, while findings from

studies of the 1918 influenza pandemic generalbypsett the deleterious impact of pre-
and post-natal exposure to the pandemic on haighijovascular disease prevalence,
disability, socioeconomic outcomes, and mortalityadulthood. The main strength of
these studies is their use of large, unexpectelthng@ocks to arrive at internally valid

estimates of the long-run health impacts of eafydxposures. However, the limitations
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of these studies are that these shocks are ofteranal extreme forms of exposures, and
they often (but not always) rely on small, nonrepreative (e.g., hospital-based)
samples. In addition, there may be selection intaception during these adverse health
conditions, mortality selection that occumsuterodue to the health shocks (influencing
the composition of live births occurring in thesipds), and mortality differences post-

birth that influence the composition of the popiglas surviving to older ages.

Famine Studies
Studies have considered the effects of early kfmsure to five famines that occurred
between the mid-1800s and mid-1900s on later fgth outcomes: the 1846-1847
Dutch Potato famine, the 1866-1868 Finnish famine,1941-1944 siege of Leningrad,
the 1944-1945 Dutch famine, and the 1959-1961 Geifi@mine. Using historical data
from three provinces in the Netherlands, LindeboBuortrait, and van den Berg (2010)
considered three cohorts: those who were born éefluring, and after the Dutch Potato
famine, when the potato, rye, and wheat cropsdalledividuals exposed to the famine at
birth or for at least 6 gestational months hadificantly lower life expectancy at age 50
than individuals born before the famine, and tHeat$ were stronger for men than
women (Ibid.). Kannisto, Christensen, and Vaup8b{)) used vital statistics data to
examine the long-run mortality impacts of the 18@%38 Finnish famine, during which
8% of the total population died. Similarly, theynstdered three groups of cohorts born
immediately preceding, during, and immediatelydwling the famine. They found no
significant differences in older age mortality argadhese groups; in fact, “the survival

curves for the famine cohorts and the control ctsheere virtually identical after
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childhood” (lbid., p. 989). Stanner et al. (199@¢dsed on the impact of intrauterine
nutritional deprivation experienced during the 194944 siege of Leningrad, where
roughly 31-42% of the city’s population died (printof starvation), on diabetes and
CHD in adulthood. They considered three groupdviddals exposed to the siege

uterg individuals exposed to the siege as infants,aandnexposed group of individuals
born in the province of Leningrad but outside tleges limits during the same time
period. Overall, this study found no evidence tord-term impacts of intrauterine
malnutrition. Exposure to this famine was not agged with glucose intolerance,
dyslipidaemia, hypertension, or cardiovascularaisen adulthood (Ibid.). Roseboom et
al. (2001) and Painter et al. (2005) examined rtin@aict of early life exposure to the
1944-1945 Dutch famine on later life health andtaldy, respectively, using the Dutch
famine birth cohort study (based on all singletoa births occurring between November
1, 1943 and February 28, 1947 in a hospital in &nastm). Official daily rations for the
adult population fell from roughly 1800 caloriesttetween 400-800 calories at the
height of the famine (Roseboom et al. 2001). Rosebet al. (2001) summarized a
number of studies finding that individuals exposethe Dutch famine in mid- to late
gestation had reduced glucose tolerance and agaised risk of developing type 2
diabetes, while those exposed in early gestationAwse lipid profiles, higher body
mass index, an increased risk of developing CHIO,vaorse self-rated health. However,
there was no impact of prenatal famine exposurel@eod pressure in adulthood (lbid.).
In contrast, Painter et al. (2005) found no eftdgtrenatal famine exposure on all-cause
or CHD mortality using the same dataset. None efttinee groups of individuals who

were exposed to the famine in early, mid, or lastagtion had elevated mortality
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compared to those born before or conceived afeefaimine (Ibid.). Finally, Chen and
Zhou (2007) and Huang et al. (2010) examined thg-term health and economic
consequences of the 1959-1961 Chinese famine, wésthted in 15-30 million excess
deaths. Chen and Zhou (2007) used data from theaCealth and Nutrition Surveys
and found that cohorts born in rural China in 198860, and 1962 were shorter and had
lower labor supply and income in adulthood (Ibi@ased on a sample of Chinese
women born in 1957-1963, Huang et al. (2010) fotlnad rural cohorts exposed to the
famine had lower height, lower BMI, and an increhgsk of hypertension in adulthood

compared to the unexposed 1963 birth cohort.

In summary, studies of the 1866-1868 Finnish faml®&1-1944 siege of Leningrad,
and 1944-1945 Dutch famine found no support foretects of prenatal exposure to
famines on adult mortality (Finnish and Dutch fagshor on diabetes or cardiovascular
disease (siege of Leningrad). However, studiesddbat early life exposure to the Dutch
Potato famine of 1846-1847, the 1944-1945 Dutchriarand the 1959-1961 Chinese
famine had negative consequences for life expegtanage 50, diabetes and CHD

morbidity, and height and socioeconomic outcomespectively.

1918 Influenza Pandemic Studies
In the United States, the influenza pandemic if@etpproximately 30% of the
population, with three waves occurring between Mar@18 and March 1919
(Myrskyla, Mehta, and Chang 2013). Influenza deateked in October 1918 and
remained elevated through the first quarter of 1@fhond 2006). Almond (2006)

found evidence that individuals who wemneuteroduring the pandemic had increased
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rates of physical disability, reduced educatiotaiament, lower income, and higher
transfer payments compared to the surrounding bottorts. Those who were born in the
first two quarters of 1919 had lower high schoa@dyration rates and higher disability
rates compared to those born in the surroundiri hirarters (lbid.§’ Using data from

the National Health Interview Survey (NHIS), Mazusnet al. (2010) found that
individuals born in 1919 had an increased prevaericardiovascular disease
(particularly ischemic heart disease) and weretehar adulthood compared to adjacent
cohorts. The effects were strongest for those bdarmg the first quarter of 1919.
Myrskyld, Mehta, and Chang (2013) also used data the NHIS to examine the effect
of exposure to the pandemic on mortality but cosr®d a more detailed coding of pre-
and postnatal exposure to the three waves of thegmaic. Compared to unexposed
cohorts (those born between 1920-1924), cohortswére exposed in the third trimester
and at birth to the influenza pandemic (those lioithe second quarter of 1918 and the
first quarter of 1919) experienced significantlgwedted mortality from noncancer causes,
the majority of which are due to cardiovascular eespiratory diseases (Ibid.). The main
mechanisms suggested for these findings includetdd levels of maternal stress,
infection, and nutritional deprivation; infectiorlated increases in chronic inflammation;
deleterious effects on lung maturation; and elelatk of preterm birth (Ibid.;

Mazumder et al. 2010).

%" Since individuals born in the first six monthsl&f19 could have been exposed to the height of the
epidemic during the first, second, or third tringst it is difficult to tell if exposure during amspecific
trimester was most important. However, Almond (20@&es that on average, welfare payments were
highest for individuals who were in the first trigter during the peak of the pandemic.
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Postnatal Exposures: Infections
Specific examples of early-life infections that Bdeen linked with later life morbidity
include tuberculosis, hepatitis B, streptococcdations, and diarrhea and enteritis (Elo
and Preston 1992). Streptococcal infections caaeupper and lower respiratory tract
infections. The former have been linked to acuginhatic fever and rheumatic heart
disease in adulthood through damage to the helas;avhile the latter have been linked
to chronic obstructive lung disease through imghiveg development and function
(Ibid.). Helicobacter pylorinfection is spread through person-to-person.-oral, and
fecal-oral modes of transmission and has beendib&geptic ulcer disease and stomach
cancer (Go 2002). It is common among children gvim crowded and unsanitary
conditions (including contaminated food and watejeveloping countries (Ibid.; Elo
and Preston 1992; Monteverde, Noronha, and P&i@d®). Height is a measure of both
nutritional and infectious disease exposures itdhbiod. Studies conducted in
Bangladesh, Brazil, the Gambia, and Guatemala iagemented associations between
chronic parasitic and gastrointestinal tract infetd such as diarrheal diseases and
dysentery and slower height increases (Stepherg€9).1The mechanisms operating in
these cases are hypothesized to be both physialagiarring and malnutrition caused by
infections (resulting from reduced food intake,ueed nutrient absorption, nutrient
losses, increased metabolic requirements, anditkestbn and reallocation of nutrients

from routine developmental processes).

More broadly, Finch and Crimmins (2004) relate estype to infectious diseases and poor
nutrition early in life to height, chronic diseaserbidity, and mortality in adulthood.

The primary mechanisms believed to be operatinglam@nic inflammation and energy
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reallocation, which are set off by the adverseyd#d infections and in turn lead to
lower height and the development of a diverse sehmnic diseases including heart
disease, stroke, and cancer. One criticism offtyy®thesis is that support for this
mechanism remains restricted to a connection betwgammation caused by
periodontitis andChlamydia pneumonimfections in late childhood and early

adolescence and adult coronary artery disease @Mertte, Noronha, and Palloni 2009).

Several studies have explored the impact of paateatly life conditions on a wide array
of adult health outcomes in both developed andldeu®y countries. While most studies
find that adverse childhood conditions increaserigieof morbidity, disability, negative
socioeconomic outcomes, and mortality in adulth@dimes, the associations between
early life conditions and adult health outcomesehaperated in unexpected directions.
For example, early infectious exposures are hysitbd to result in increased
inflammation and the development of chronic cowdisi later in life. Thus, we would
expect to observe a positive association betwegy ieéectious exposures and C-
reactive protein (CRP), a marker of inflammatioowéver, McDade et al. (2010) found
that in the Philippines, higher levels of microlealposures in childhood were associated

with lower levels of adult C-reactive protein.

Developed Country Studies
Support for the chronic inflammation hypothesisgmsed by Finch and Crimmins
(2004) comes mainly from studies examining the @asion between early life mortality
and adult mortality, most likely due to limited nse@es of infectious disease exposure in

historical populations. These studies are ofterdbas historical mortality data for
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cohorts born in Europe (e.g., Sweden, France, $vléizd, and England) between the
mid-1700s and early 1900s. Beltran-Sanchez, Crirpagind Finch 2012, Finch and
Crimmins (2004), and Crimmins and Finch (2006) doented positive associations
between early life cohort mortality and adult mbtydevels but negative associations
between early life cohort mortality and rates ofrtality acceleration. Based on data
from France and Sweden during th&'t@ntury, Crimmins and Finch (2006) also found
a strong inverse association between cohort childmoortality and cohort adult height,
such that taller cohorts had lower early-age mitytaBengtsson and Lindstrom (2000)
used Swedish parish data to examine the assogdistween four indicators of early life
conditions (rye prices 9 months prior to birth ggexy for maternal nutrition, mortality
at ages 20-50 years for disease load of the maahdrmortality at ages 0-1 and 0-5 for
disease load of the child) and adult mortalityggsa55-80 between 1760-1895. Out of
these indicators, only mortality in the first yedidife demonstrated a significant
(positive) association with overall adult mortalégd particularly mortality from airborne
infectious diseases in adulthood (lbid.). Theseltesvere supported by a follow-up
study also using Swedish parish data (from 176618®ere the authors found that
greater exposure to airborne infectious diseas#eifirst year of life (primarily from
smallpox, whooping cough, pneumonia, and measlas)associated with higher

mortality at ages 55-80 (Bengtsson and Lindstro0B820

Using data from Denmark, England and Wales, Finl#mel Netherlands, and Sweden,
Myrskyla (2010) found weak positive associationsMeen cohort mortality shocks
experienced during the first year of life and miitaat older ages and stronger positive

associations between period mortality shocks andatity at older ages. Bozzoli,
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Deaton, and Quintana-Domeque (2009) examined suxiion between postneonatal
mortality (occurring between ages 1 month-1 ya#sgd as a proxy for disease and
nutritional conditions in childhood, and adult H@igmong cohorts born between 1950-
1980 in the U.S., England, and 10 continental Eeaopcountries. They find that
postneonatal mortality predicts adult height irstheountries, with mortality from
pneumonia (versus mortality from congenital anoeslintestinal disease, or other
causes) emerging as the strongest predictor. Tthemsunterpret their results as support
for evidence of scarring and inflammation as kethyays linking early life conditions

and later life outcomes (Ibid.).

Studies focusing on more recent populations in kdg@esl countries have generally relied
on individual-level datasets containing retrospectelf-reports of specific diseases
experienced in childhood or other markers of clolthdisease and nutritional conditions
(e.g., height). Using data from the Health and ieetent Study (HRS), Blackwell et al.
(2001) examined the associations between infectimus-infectious, and autoimmune
childhood illnesses on adult chronic diseasesctides childhood illnesses were
associated with significantly elevated risks of@@m cardiovascular disease, lung
conditions, and arthritis in adulthood, but notbdiges. Non-infectious childhood illnesses
were only associated with a significantly elevaisll of cancer, and autoimmune
childhood illnesses were never significant predtf adult morbidity (Ibid.). Haas
(2008), also using data from the HRS, found thateoself-rated childhood health
between birth and age 16 and poorer childhood sooimomic conditions were
associated with higher levels of functional limibais at baseline and worse trajectories

(higher rates of increase) in functional limitasan adulthood.
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Using height as a marker of childhood health, GaskPaxson (2010) examined the
associations between height aathooling, employment, earnings, health, and cognit
ability in adulthood. Using five British and Amesaic survey®, they found significant
positive associations between height and educatadteanment, employment, and
earnings. Taller individuals in these samples rettebself-rated health, were less likely

to report being disabled, and had fewer functidinatations (Ibid.).

Developing Country Studies
Monteverde, Noronha, and Palloni (2009) used data the Puerto Rican Elderly:
Health Conditions survey (PREHCO) and Salud, BiemgsEnvejecimiento en América
Latina y El Caribe (SABE), which was fielded in sawities in Barbados, Argentina,
Cuba, Mexico, Uruguay, Chile, and Brazil, to inwgate the effects of early life
conditions on disability in Latin America and tharibbean. Deleterious early life
conditions were based on retrospective report®of pocioeconomic conditions, poor
health, and infectious diseases (hepatitis, tulb@sws) rheumatic fever, chronic
bronchitis, nephritis, typhus, polio, malaria, deeagpneumonia, and asthma) experienced
during the first 15 years of life. In Puerto Riaudathe seven SABE cities, poor early
conditions increased the probability of having nagnespiratory, circulatory, and
musculoskeletal chronic diseases among those dgaddbabove. These chronic
conditions, in turn, were significant predictorsdidability (Ibid.). Based on the Mexican
Health and Aging Study (MHAS), Kohler and Soldo@3pfound that having a serious

health condition before age 10 (tuberculosis, rhaioor typhoid fever, polio, or any

% These surveys were: the National Child Developn$utly, the British Cohort Study, the Panel Stufly o
Income Dynamics, Whitehall I, and the Health aretiRment Study.
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other serious health problem) and going to bed huag a child were positively
associated with having diabetes in adulthood. hitrest, having a toilet inside the house
before age 10 (a proxy for early life exposurentedtious and parasitic diseases)
lowered the risk of diabetes in adulthood (Ibidlso using the MHAS, Huang, Soldo,
and Elo (2011) found that experiencing serioustheainditions before age 10 and going
to bed hungry as a child significantly increaseslribk of lower-body functional
limitations. This finding was robust to the inclaisiof both childhood and adult

socioeconomic conditions (lbid.).

The two frameworks discussed above propose a pesélationship between early life
exposures and adult health, where health insufisréenced in infancy and childhood
lead to poorer health and elevated mortality inlthdod. However, the typology offered
by Preston, Hill, and Drevenstedt (1998) allowsdueater heterogeneity in the effects of
early life conditions. Two of the four mechanismpBysiological scarring and correlated
early-life and adult social environments, lead asipve relationships between mortality
risks in childhood and adulthood. The majoritylod pathways discussed in the
preceding paragraph could be considered examplglsysfological scarring. In contrast,
the other two mechanisms, acquired immunity anelcsiein, result in negative

relationships between mortality risks in childhaodl adulthood.

In summary, a large number of studies have suggéisét undernutrition and infections
in uteroand infections contracted in the immediate podtitperiod are related to worse
health and increased mortality in adulthood. Thetconsistent associations between
early life conditions and adult health have beamtbfor the following outcomes: height,

cardiovascular diseases (e.g., CHD, hypertensimhstoke), and respiratory diseases.
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In general, the main limitations of these studiesthat they often rely on retrospective
self-reports of childhood conditions (which maydwuject to recall bias) and self-

reporting of adult health outcomes.

Environmental Conditions and the Disease Envirorimen

Environmental conditions such as temperature andatbcan exert strong influences on
the disease environment. For example, the incidehaaterborne infectious diseases
affecting the gastrointestinal tract is correlateth flooding and warmer temperatures
(Doblhammer 2004). Higher temperatures can shqa¢mogens’ incubation periods,
contributing to the spread of foodborne diseaséxrieal disease, a major cause of
morbidity and mortality among children, was histaily referred to as the “summer
complaint” (Preston and Nelson 1974). The incidesfogther gastrointestinal diseases
such as cholera, dysentery, and typhoid also peakanmer. Temperature and rainfall
levels can also affect the proliferation and raofydisease vectors like mosquitoes, flies,
and rodents. Malaria is particularly sensitive limate conditions since temperature
affects both parasite and vector development, whilgall influences mosquito breeding
sites and survival (Craig et al. 1999; Craig eR@D4). As a result, climate data is

commonly used to predict malaria epidemics.

If environmental conditions increase the incideotmfectious and parasitic diseases,
the synergy between infections and the absorptioliwients provides an additional
pathway through which environmental conditions éffehild nutrition and health. Mata
(1992) documented the striking effects of repeatéttions (predominantly from

diarrhea) on weight gain in children. Environmerm@hditions and their associated
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effects on infectious disease burdens are likelyetparticularly relevant for this
analysis, which considers samples of older indigiglioorn prior to 1960. For example,
refrigeration is still not widespread in India:@s2002, only 3.8% of rural households

and 30.0% of urban households reported havingregeehtor (Sharma and Haub 2008).

Several recent studies have examined the effe@swafonmental conditions on child
outcomes (mainly height and infant mortality) irvde®ping countries. While these
studies generally find that rainfall and temperattwnditions are significantly associated
with child outcomes, the direction of the effectiga depending on the outcome and
context. Few of these studies discuss specific amsms connecting climate conditions
and health outcomes, although the most commonlytioread are nutrition, infectious
disease prevalence, income shocks, and epidengalquathways in general. Thai and
Myrskyla (2012) suggest that rainfall shocks mdga@fhealth by increasing labor
demand and consequently decreasing breastfeedangy data from the Vietham
Demographic Health Survey, they find support fas thypothesis — excess rainfall in the
birth year decreased the proportion breastfed finerthan 12 months and for more than

18 months by 11% and 9%, respectively, among @mldged 12-36 months (Ibid.).

Rainfall and Temperature Studies
Skoufias and Vinha (2011) examined the effects editwer shocks (deviations from
long-run averages) on height-for-age among childged 12-47 months surveyed in
2000 in rural Mexico. They found that positive (ég) rainfall shocks in 1999 and
negative (lower) temperature shocks in 1998 wegeifstantly associated with lower

height-for-age in most regions; negative (lowemfial shocks were significantly
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associated with taller height-for-age in some greaspositive (higher) temperature
shocks were not significantly associated with heigh-age (Ibid.). Hoddinott and
Kinsey (2001) examined the effects of the 1994-1@&@might on changes in height
among children aged 12-60 months in rural Zimbabvirey specify the “drought
cohort” as children who were aged 12-24 month<9®511996, since failed rains in the
1994-1995 agricultural year were expected to rasutiod shortages during the
subsequent 12 months. Compared to the older chiidrthis sample, the drought cohort
experienced growth faltering on the order of 1.&® with no evidence of catch-up
growth, and the impact was greatest for childrepaar households (Ibid.). While the
main focus of Bhalotra’s (2010) study was on tHeatfof income shocks on infant
mortality, the author also included rainfall sho¢#eviations from state-level means) as
a predictor’® A one standard deviation increase in rainfall associated with a 0.004
decline in infant mortality risk among children hdyetween 1961-1999 whose mothers

were surveyed in the National Family Health Surgéindia (NFHS-2) (Ibid.).

One historical study of the associations betweariathand temperature and overall
mortality rates in England in 1665-1834 found ewicke of temperature effects but no
evidence of rainfall effects on mortality duringstiperiod (Lee 1981). Cold winters
(December-May) and hot summers (June-November) asseciated with increases in
mortality. The results suggest that increasing evitkmperatures by 1° Celsius and
lowering summer temperatures by 1° Celsius wouldice annual mortality by roughly

2% and 4% respectively, resulting in an increaggeimod life expectancy of

% This study used rainfall data from indiastat.cevhich requires a membership fee to access the data.
Their rainfall data appear to pertain mainly to plost-1950 period and may only be available asthte
level, which would not be useful to my analyses.
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approximately 2 years (Ibid.). Lee (1981) sugg#sas these associations may be due to
mortality from respiratory tract diseases (e.geumonia, bronchitis, influenza) among
the elderly in winter months and mortality from elsfjive tract diseases among infants

and children in summer months.

| know of only one study which examines the efi@catainfall on later life health
outcomes. Maccini and Yang (2009) used the Indangsamily Life Surveys (IFLS) and
data from rainfall stations to examine the assmmabetween birth year rainfall and adult
outcomes among Indonesian men and women born betkg&3-1974. Among women,
higher levels of rainfall in the birth year wergrsificantly and positively associated with
self-rated health, height, schooling, and socioenun status in adulthood; however, no

significant effects are observed for men (lbid.).

Season of Birth Patterns in Health and Mortality

While there is general agreement regarding the rtapoe of early life conditions, data
capturing these conditions have often been scAca.result, many scholars have
focused on the effects of month or season of bisth proxy or “indicator for
environmental factors that are linked to seasornbefear” (Doblhammer and Vaupel
2001: 2934). Relative to birthweight, month of bii$ regarded as being less susceptible
to selection biases and to influence by socioecandawntors. In addition, while
birthweight captures only prenatal influences, rhamtseason of birth serves as an
indicator of seasonal influences operating duriregpancy and the first year of life. In
general, studies have found that longevity is hsglfier those born between September

and December and lowest for those born betweentvVard June (Doblhammer and
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Vaupel 2001; Doblhammer 2004; Gavrilov and Gaval@d11) for countries located in

the Northern Hemisphere, although the peaks angjti®vary from study to study.

Using Swedish parish data from 1766-1894, BengtasonLindstrom (2003) found
strong season of birth influences on the assoadidi&iween infectious disease load in the
first year and mortality at ages 55-80. The assiocia between infant mortality and older
age mortality were stronger for individuals borrthie winter and summer than those
born in spring and autumn. The authors note thebhcally in Sweden, infectious
diseases peaked in the winter and summer monthisyegpiratory diseases and
smallpox being particularly important in winter ntbs and water- and airborne
infectious diseases being highly prevalent in themmer months (lbid.). Based on more
recent data, Doblhammer (2004)’s comprehensiveystuehd distinctive patterns in life
expectancy at age 50 by season of birth in Austrélustria, Denmark, and the United
States. The data were based on individuals agesh&@bove who died between 1988-
1996 in Austria, between 1993-1997 in Australiaween 1968-1998 in Denmark, and
between 1989-1997 in the United States. In Ausinih Denmark, located in the Northern
Hemisphere, individuals born between SeptembeDsaudmber had the highest life
expectancy at age 50, while those born betweentMard June had the lowest life
expectancy at age 50. In the U.S., those born legt\8eptember and November had the
highest life expectancy at age 50, and those betwden April and July had the lowest
life expectancy at age 50. This pattern is mirraredustralia, located in the Southern
Hemisphere, where those born between March andhhdhthe highest life expectancy
at age 50 and those born between September andnbecéad the lowest life

expectancy at age 50. Differences in adult lifedpetween those born in October-
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December and April-June were statistically sigmificand ranged from 0.3 to 0.6 years

in Denmark, Austria, and Australia (lbid.).

For regions located somewhat closer to the eqgiatgr, Hawaii and Queensland,
Australia), temperature appears to influence loitgeln these areas, mean age at death
is highest for months coinciding with lower temparas (January-April in Hawaii and
May-June in Queensland) (Doblhammer 2004). Seakbitb patterns by cause of death
were also identified in Austria and the United 8satCompared to those born in October-
December, those born in April-June in Austria wagmnificantly more likely to die at
younger ages from ischemic heart disease, ceretrolza disease, diabetes, certain
cancers (stomach cancer and the residual groupthiet neoplasms”), chronic
respiratory diseases, pneumonia and influenzairumdes (Doblhammer and Vaupel
2001). In the U.S., those born in September-Noverdiael later from several cancers
(breast, prostate, lung, colorectal, stomach, aaticr, liver, and the residual group of
“Other neoplasms”), circulatory diseases, diabeatiegnic respiratory diseases,
pneumonia, influenza, and injuries compared toghmsn in April- June (Doblhammer
2004). In Doblhammer (2004)’s analyses, the hypshihat these patterns were related
to food availability and infectious disease expeswxperienced early in life and which
differ by season of birth received the strongeppsut. For example, autumn months
generally coincide with the harvest season, swiddals born in autumn and early
winter were likely to have experienced the mosbfable nutrition conditions during the

third trimester (the period of peak growth) ancedily after birth (Ibid.).

These findings for the U.S. are consistent witlséhof Costa and Lahey (2005) and
Gavrilov and Gavrilova (2011). Using historical @ain white male Union Army recruits

121



who survived to 1900, Costa and Lahey (2005) faimadl individuals born in the second
and third quarters of the year experienced elevaiedality rates between ages 60-79
compared to those born in the fourth quarter. Tnaésd out differences in household
wealth, father’'s occupation, and mortality selat@s explanations for these patterns and
suggested that maternal diet and early life exsstar infectious diseases were the likely
drivers of these patterns (lbid.). Gavrilov and fHava (2011) examined month of birth
patterns among validated centenarians born in tBe i 1880-1895. Compared to their
shorter-lived siblings and spouses, centenariams mere likely to be born in

September-November and less likely to be born inckaMay, and July (lbid.).

Two recent studies of season of birth effects aithen developing countries focused on
Puerto Rico and India. McEniry and Palloni (201damined the effects of seasonal
exposures to poor nutrition and infectious diseasemg late gestation in a sample of
older Puerto Ricans. In this study, season of laffiicts were hypothesized to derive
from seasonal variation in parental employmentexmbsure to infectious and parasitic
diseases during the hurricane season. ControltingHildhood socioeconomic
conditions, childhood health conditions, and adsk factors, individuals born in rural
areas during high exposure periods were at greateof developing heart disease
(Ibid.). Lokshin and Radyakin (2012) examined thlationship between month of birth
and child height in India using the NFE%They found that children born in May, June,
and July (during the monsoon months) had lowerraptimetric scores (height-for-age

z-scores) compared to children born during Novembecember, and January (Ibid.).

% They also examine but do not present rainfall ficiehts from models controlling for both month of
birth and district-level rainfall (taken from tharee data source used in this analysis). They hatdhe
month of birth coefficients remain largely unchadgfter controlling for rainfall and that prenataiinfall
does not predict height-for-age, but they do netdbe the direction of effects of rainfall at tmenth of
birth or postnatal rainfall (1-2 months after bjrtim height-for-age.
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To the best of my knowledge, however, no studie® lexamined the effects of being

born during the monsoon season on later life healtbomes in India.

Studies in developed countries have found monthsaadon of birth patterns in adult
mortality, while studies in developing countriev@a@locumented month and season of
birth patterns on height among children and ca@oular disease among adults. The
main criticisms of such studies are that montheaissn of birth is not free of
socioeconomic influences (e.g., those in certaoupations or social classes are more
likely to have births in certain seasons than ahefowever, Doblhammer (2004)
concluded that the month-of-birth patterns in lontyeobserved in developed countries
were not due to differences in the seasonal digioh of births by parental
socioeconomic status or age at entry into scheak@nality of death, or differential
infant survival. Finally, as with many of previostdies discussed above, reliance on

self-reported morbidity in adulthood may be an ésu

Studying season of birth effects in developing ¢oas is particularly appropriate given
that these effects are expected to be strong@stgulations with greater susceptibility to
seasonal cycles in disease prevalence and foothlaNiy and with higher disease loads
(e.g., prior to mortality transitions) (Becker anwteng 1998; Costa and Lahey 2005;
Crimmins and Finch 2006). This is supported by habimer and Vaupel (2001) and
Doblhammer (2004), who found that in developed tes, differences in adult lifespan
by month of birth were significantly smaller in nearecent cohorts that had experienced

substantial improvements in maternal and infanttafity relative to older cohorts.
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Data from the Annual Reports of the Public Healtmntinissioner of India (1937)
indicate that the prevalence of and mortality freeneral diseases were highly seasonal
in the first half of the 20 century. For example, in 1931-1935, cholera degiagked
between July and October, which makes since givanthese months coincide with the
monsoon season and cholera is a waterborne dif@asee 3.1). It is also notable that

in two of the years, 1932 and 1933, cholera maytalas much lower and did not exhibit
pronounced seasonal variation. In contrast, plagaths in 1923-1935 peaked between
February and May, during what are considered tmterviand summer seasolsgur e
3.2). Plague mortality during this time period appdarbave been lowest between June
and November, during the monsoon season. Smallpeesalso peaked between
February and May in 1931-1935, with 1931 and 1988dsomewhat more favorable
years in terms of lower smallpox incidené&ggure 3.3). These figures of seasonality in
disease prevalence and mortality from the 192094 §8ovide a snapshot of disease

conditions to which individuals in the analyticahsple would have been exposéd.

Hypotheses

In the first part of the analysis, | examine asatens between season of birth and adult
health in six developing and newly industrializedictries. Prior studies, mostly
conducted in developed countries, suggest thatishails born between September and
December have a mortality advantage relative tviddals born in the other months of
the year. It is likely that this pattern also holdsmorbidity. The standard
meteorological definitions for autumn are Septerridbevember in the Northern

Hemisphere and March-May in the Southern Hemisphaneh | employ in this analysis

31 Respondents in the India sample were born bet&@&8 and 1957.
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(seeTable 3.1 for the season of birth classifications in eackhefsix countries}? Thus,

| hypothesize that chronic disease prevalencebgilower among those born in
September-November in the Northern Hemisphere @ltdinana, Mexico, Russia) and
among those born in March-May in the Southern Hphese (South Africa) compared to
individuals born in the remaining months. Specificd test for an autumn-born health
advantage by comparing those born in autumn teethosn in all other month.The
India Meteorological Department (Attri and Tyagil®) designates the seasons in India
as: winter (January-February), summer (March-Mmgnsoon (June-September), and
post-monsoon (October-December). One previous glumkshin and Radyakin 2012)
has examined the effect of being born during monsuoonths on height-for-age among
children. In this study, | examine the associabetween adult health outcomes and
being born in the monsoon season versus beingib@hother months. It is
indeterminate which direction the effect will besimce higher levels of rainfall may
promote the transmission of water- and vector-badiseases like cholera and malaria,
but temperatures are highest during the summerlmpwhen the incidence and

mortality from diseases such as smallpox and plapegad.

In the second part of the analysis, | examinenigact of pre- and postnatal
environmental conditions (rainfall and temperatune)adult health in India. While
environmental conditions are hypothesized to beontamt influences on early life

disease environment and nutritional conditiongtretly few direct tests of their

32| also test the robustness of the results to @efiautumn as October-December in the Northern
Hemisphere and April-June in the Southern Hemispfatowing Doblhammer (2004).

33 |In addition, Appendix Tables A3.5-A3.10 present results comparing those born in autunthdse born

in the winter, spring, and summer seasons sepgiat€lhina, Ghana, Mexico, Russia, and South Africa
and those born in the monsoon season to thosetme winter, summer, and post-monsoon seasons in
India.
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importance for later life health outcomes have h@aformed. In addition, many prior
studies of the effects of early life conditionsamtult health focus on the long-term
impacts of large, one-time shocks (e.g., panderfagsines, droughts). | am interested in
testing whether routinely-experienced environmeotalditions affect adult health
outcomes. The expected direction of the associ&@etvween rainfall and adult health
outcomes is indeterminate: more rain can be baakécdeleterious in its effects. On the
one hand, it is very important to have sufficieaihrfor crops, which affects both fetal
and infant nutrition. On the other hand, too muaih can be deleterious for crops, cause
flooding, and contribute to the spread of wated aactor-borne diseases. However, |
hypothesize that rainfall shocks during the monssiinbe associated with worse health.
Excess rain (above the ®@ercentile) may lead to flooding, poor harvests] greater
spread of infectious and parasitic diseases, vitiefficient rain (below the 10
percentile) may result in failed harvests. | hygsilae that higher temperatures will be
unfavorable for health because they may contribufeod spoilage and expand the
range of disease vectors. | also hypothesize #réicplarly high temperatures in the
summer will be associated with worse health, pa#nty promoting diarrheal diseases
through food spoilage and by providing ideal candis for mosquitoes, which transmit

malaria and dengue. These hypotheses are summarizedle 3.2.

Based on the existing literature (summarized ah®tailies have found the most
consistent associations between early life expgsame height, cardiovascular diseases,
respiratory diseases, disability, and mortalityu3hout of the outcomes considered in
this analysis, | expect the associations betweasaseof birth and adult health and

between early life environmental exposures andtdahalth to be strongest for: height;
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blood pressure, hypertension, angina, and strdkeglafactors for or types of

cardiovascular disease); and chronic lung diseasesiratory disease).

Data and Methods

Data

The WHO Study on Global Ageing and Adult Healthdlwm as SAGE) is the primary
data source for this study. SAGE is a longitudswalvey modeled after the HRS, the
English Longitudinal Study of Ageing, and the WolHdalth Survey, with waves 2 and 3
to be fielded in the coming yeatsThe first wave was fielded in 2007-2010 in six
countries: India, China, Ghana, Mexico, Russia, &odth Africa. The samples are
nationally representative of the population aged 0each country, although they also
include younger adults aged 18-49 (Kowal et al.220The total number of respondents
aged 50+ in each survey were: 13,367 (China), 4@®&na), 7,150 (India), 2,315
(Mexico), 3,933 (Russia), and 3,840 (South Afridad)e following number were dropped
due to missing information on month of birth: 6Zh{na), 3,540 (Ghana), 5,196 (India),
9 (Mexico), 64 (Russia), and 569 (South Africa)xt\N&,769 (China), 346 (Ghana), 578
(India), 1,369 (Mexico), 1,609 (Russia), and 1,9860uth Africa) cases were dropped
due to missing information on the other key vaeshbf interest (i.e., respondents in the
final sample were not missing information on anyhaf adult health outcomes, state,
education, father’s education, and father’'s ocdopatThe final sample sizes for each

country were as follows: 5,975 (China), 838 (Ghatg76 (India), 937 (Mexico), 2,260

% While the analyses in the present study examiaesisociation between season of birth and adulhhea
at a point in time, the longitudinal design of teisdy allows for the possibility of looking at the
relationship between season of birth and changhsaith status over time once data from subsequent
waves become available.
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(Russia), and 1,331 (South Africa). For India, ddional subsample was used:
individuals who were not missing information omnfall and temperature near the time

of birth and who had always lived in their currdigtrict of residence (N=1,044).

This dataset has many strengths for the presehtsasidt includes information on
respondents’ geographic location and month of pwthich are rare and essential to this
study; it collects measured as well as self-reglonalth indicators; and it is very recent,
allowing me to assess the current state of healihaging in developing countries. In
addition to collecting information on respondergstiodemographic characteristics,
SAGE also collects information on self-reportedattic conditions, functional

limitations, anthropometrics, performance tests, lomarkers. The questionnaires were

designed to be fielded consistently across thewixey countries.

The second dataset used in this analysis is timeaf#i Research Unit (CRU) TS2.1
dataset, which is publicly available through thdiam Meteorological Department (IMD)
and collected by the Tyndall Centre for Climate @@Research, School of
Environmental Sciences, University of East Andlihis dataset contains monthly
temperature and rainfall measures from rainfatiata in selected districts in 35 Indian
states and union territories from 1901-2002. Wadgation in climate conditions within
districts may remain, districts are a much fineit ohanalysis than other larger
administrative divisions (e.g., states). Distriags@data are produced from interpolations
based on 0.5 degree latitude-longitude climatesgfiditchell and Jones 2005). These
data are linked to the SAGE India sample by matgbim month, year, state, and district
of birth. The sample for these analyses consisis@4 respondents from six states and

118 districts who are considered non-movers.
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Health Outcomes
A set of measured and self-reported health outca@arethe main outcomes of interest in
these analyses. Respondents are coded as falllmgither the “normal” or “high-risk”
category for the measured health outcomesTsbée 3.3 for the measures and high-risk
cutpoints used in this study). Most of the highksitpoints are taken from the
recommendations of the World Health OrganizatiorH®Y, National Institutes of
Health, or previously published studies. Thereoimes evidence that the associations
between biomarkers and health outcomes may difi@sa populations. For example,
WHO Asia Pacific (WHO 2000), Misra et al. (2006adaMohan et al. (2007) suggest
that Asian populations may have lower cutpointddfmady mass index (BMI) and waist
circumference because they may have less skeletdlenmass and greater abdominal
obesity and visceral fat at lower BMIs. Althougle WHO has not issued standard
cutpoints for specific Asian populations (e.g., WE@4; WHO 2013), WHO Asia
Pacific (WHO 2000) and several epidemiological eagroposed alternate thresholds
based on examinations of cutpoints that best ifyecdirdiovascular risk factors. | test the
sensitivity of these results for the India sampléato alternate cutpoints for BM#23.0
kg/m? and>25.0 kg/nf) and waist circumference @0 cm for malesz 80 cm for females
and> 87 cm for males; 82 cm for females) from epidemiologic studies amtdd using

data on Asian Indian adult populations (Misra e2@D6), and Mohan et al. 2007).

The blood pressure and pulse rate measures arg blaske average of three measures
taken>® For systolic and diastolic blood pressure, indiil$ were coded as falling into

the high-risk categories if they met the high-risitpoints or if they reported taking

% This was true for respondents in all of the SA®Hrtries except for Mexico, where blood pressur an
pulse rate measures were based on the average ofi¢asures taken per individual.
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antihypertensive medication within the past two keeé\ third blood pressure measure
(referred to as overall blood pressure) was creat#d respondents falling in the high-
risk category if they met the high-risk cutpoints tboth systolic and diastolic blood
pressure (also adjusted for hypertensive medicaisage in the past two weeks). For
height, | consider two outcome measures: whetteraspondents fell below the™6r
25" height percentiles, where the thresholds are fpéaieach sex and country. These
thresholds are based on all SAGE respondents dyetbbwhom height measurements
were takenT ables A3.1-A3.4 show the percentages of adults in each samplefaliho

into the normal and high-risk categories for thiesalth outcomes.

Questions eliciting information on chronic diseaaesin the form of: “Have you ever
been diagnosed with” or “Have you ever been tolélinealth professional that you have
had” a particular condition. These conditions asgertension, diabetes, angina, stroke,
chronic lung disease, arthritis, and asthma. Tpertag of chronic conditions and other
health measures is dependent on respondents’¢tira with health care professionals
and health knowledge and the level of health systéastructure within each country.
However, the collection of measured health outcoatiesvs for the examination of the
relationship between early life conditions and tlealtcomes which are not dependent
on individuals’ interactions with the health caystem.Tables A3.1-A3.4 show the
percentages of adults in each sample who repom@é#éeen diagnosed with each of

these chronic conditions.
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Explanatory Variables
The main social and demographic variables congsidare age, sex, region of residence,
father’s education, father’s occupation, and redpotis education (s€eables A3.1-
A3.4 for the summary statistics for each of the san)pRsgion, father’s education, and
respondent’s education are coded on a countryfgpbeisis. Father’s occupation is
coded as a binary variable (agricultural vs. noneagfural) capturing those who are
classified as Skilled Agricultural and Fishery Werk based on the current version of the

International Standard Classification of Occupati@isCO-88)°

Season of Birth

The first predictor variable of interest is seaebbirth. Based on the existing literature,
the autumn-born are hypothesized to have a hedithrdgage relative to those born in
other seasons. | use a binary variable that deinesutumn births as occurring in
September-November and all other births as ocaymiiDecember-August in the
Northern Hemisphere countries (China, Ghana, Mexod Russia) and autumn births as

occurring in March-May and all other births as acitg in June-February in the

% |deally, we would like to be able to determine wiee the respondent’s father was a farmer since the
mechanisms through which these early life exposareypothesized to act (e.g., seasonal varigtion
food availability and disease prevalence, effe€taimfall and temperature on nutrition and disease
transmission) may be most relevant for respondeoits farming backgrounds and/or rural areas.
However, this is difficult to ascertain since ocatipns are classified according to skill level and
specialization rather than industrial sector urttlerlSCO-88 classification (Elias and Birch 1994).
Farmers may be classified in three major groupsLgislators, Senior Managers, and Officials, 6 -
Skilled Agricultural and Fishery Workers, and 9lefaentary Occupations) under the ISCO-88. Most
farmers classified under major group 1 are notype we are thinking of, since they would be manggi
very large farms. This leaves us with major gro@@sd 9, with most skilled market-oriented farmems
agricultural workers and subsistence agricultucaiupations falling within major group 6 and unsdll
farmhands falling within major group 9 (Ganzeboam dreiman 1996). However, major group 9 is a
highly heterogeneous group, including domesticries, food vendors, and mining and construction
laborers in addition to unskilled farmhands. Siitée not possible to separately identify unskilled
farmhands from other occupations within major gr8up all of the SAGE countries, the present study
defines agricultural father’s occupation as majaup 6 alone for the sake of maintaining compditgbi
across countries.
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Southern Hemisphere countries (South Afridagbles A3.5-A3.10 show additional
results using a four-category season of birth Wéeiédefined as shown ihable 3.1). In
India, the distinction is between births occurringlune-September (the monsoon
season) and all other births occurring in OctobaryMVhile parents may be aware that
certain seasons provide more or less favorableittonsl for infants, month of birth is
plausibly exogenous. In the full models, | test thiee the effects of season of birth are

robust to the inclusion of controls for father’suedtion and father’s occupation.

Temperature and Rainfall Conditions

The two main measures of climate conditions indrattie constructed from monthly
rainfall (in meters) and monthly minimum temperat(in °Celsius) measures capturing
both pre- and post-birth conditions. | create thwvagables capturing climate conditions
during the 9-month gestational period (total rdirdad average minimum temperatures
observed during the first, second, and third trtexss and three variables capturing
conditions during a 9-month post-birth period (kognfall and average minimum
temperatures observed during the first 1-3, 4-8, &8 months after birth). Respondents
are assumed to have been born at the end of thenn¥r example, a respondent born
in May 1930 would be linked to rainfall and tempara conditions observed in May
1930, April 1930, and March 1930 in the third tretex; February 1930, January 1930,
and December 1929 in the second trimester, andrNbee1929, October 1929, and
September 1929 in the first trimester. For the{bash period, the climate conditions for

this respondent would correspond to June 1930,188%, and August 1930 in the first
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1-3 months; September 1930, October 1930, and Noge®®30 in the first 4-6 months,

and December 1930, January 1931, and Februaryith9B& first 7-9 months.

In supplementary analyses, | also examine the tsftg#aainfall and temperature shocks
in the monsoon and summer seasons and rainfateamgerature conditions through the
first 60 months after birth to test whether climataditions are particularly important
during the weaning period. | define an excess a#liof temperature shock as occurring
when rainfall or temperature in a given month aistridt is>90" percentile of rainfall or
temperature observed in that month and districvéen 1901-2002. | define an
insufficient rainfall shock as occurring when railhin a given month and district 510"
percentile of rainfall observed in that month amtrett between 1901-2002. | focus on
whether rainfall shocks during the monsoon seasdrit@mperature shocks during the

summer matter for adult health.

To capture rainfall and temperature conditions aweg during the first 60 months after
birth, | create five variables capturing total falhand average minimum temperature
during the first 1-12, 13-24, 25-36, 37-48, ande@®months after birth. | also consider
whether rainfall and temperature shocks in eagchede 12 month periods are associated

with adult morbidity.

There is substantial temporal and spatial variatidndia’s climate, allowing for the
examination of the effects of experiencing a wialege of temperature and rainfall
conditions.Figures 3.4-3.7 provide an illustration of this variability, codgring climate
conditions in 1907-1957 in the two most populowtrdits in the states of Rajasthan and

West Bengal: Jaipur and North 24 Parganas. Rajasthsia tropical desert climate.
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Rainfall in Jaipur generally peaks in June-Septendmnciding with the monsoon
season, but the timing and magnitude of the peaka@nsiderably from year to year.
During this time period, monthly rainfall rangearin O to 0.518 meters. In contrast, West
Bengal is more coastal and has a more moderatateliMorth 24 Parganas receives
much more rainfall spread over a greater numbenafths, and the month of peak
rainfall occurs slightly later than in Jaipur. Mblytrainfall in this district ranged from O

to 0.704 meters in 1907-1957. The range in mininbeimperatures is much wider in
Jaipur, ranging from 5.6-29.7 °Celsius over thisque compared to 12.2-27.6 °Celsius

in North 24 Parganas. Temperatures peak in MayeSdpdr in Jaipur, with higher
temperatures observed closer to May, whereas Vieéd& peak temperatures is fairly

stable over a greater number of months in NortR2#janas.

Methods

In the first set of analyses, | estimate logistigression models using season of birth
(autumn vs. all other or monsoon vs. all othepredict adult health outcomes in each of
the six SAGE countries. In these models, being lbothe autumn or during the
monsoon season is specified as the reference catégaohe second set of analyses,
which focus on India, | consider the gestational past-birth periods separately. First, |
estimate logistic regression models using rairdfatemperature conditions in the three
trimesters to predict adult health outcomes. Ness$timate logistic regression models
using rainfall or temperature conditions in thetfit-3, 4-6, and 7-9 months after birth to
predict adult health outcomes. The dependent Magab these models are the set of the

measured health outcomes and self-reported cheomiditions described above.
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All models are estimated using sample weights toaat for the complex survey design
and include controls for age and sex. | specifg fivodels: Model 1 (M1) includes
controls for sex and 5-year age group. Model 2 (ktf)s region, Model 3 (M3) adds
father’s education, Model 4 (M4) adds father’s quation, and Model 5 (M5) adds
respondent’s education. In this chapter, | focusmeh present results from Model 1,

referred to as the basic model, and Model 5, reteto as the full model.

Results

. Season of Birth and Adult Morbidity in Six Cargg®”

Results from these models are summarizetanle 3.4 and detailed in the following

text. The main hypothesis tested in these modelhéther being born during the autumn

or monsoon seasons confers a health advantageedtabeing born in all other seasons.

South Africa
South Africa is the only one of the six SAGE coigglocated in the Southern
Hemisphere, with its seasons proceeding from sunongpring during the calendar year.
Table3.5 Part A presents odds ratios from logistic regression nsgaiedicting
measured health outcomes using autumn as themeéecategory. Individuals born in
the autumn appear to be healthiest (the odds fatidkose born in the other seasons
exceed one for all measured health outcomes). Caupa the autumn-born, those born
in other seasons have significantly higher oddgltihg below the 18 height percentile

(OR=1.96, M1). These findings are robust to théuision of controls including province,

37 Significant differences refer to significance lisvef p<0.05. Borderline significance refers to
significance levels of p<0.10.
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education, and father’s education and occupatioh & M5). When the autumn-born
are compared to those born in each of the otheetbeasons separatelyable A3.5

Part A), we see that in addition to having higher oddatiihg below the 18 percentile,
the summer-born have significantly higher oddsadfihg a high-risk pulse rate and the
winter-born have significantly higher odds of fatjibelow the 28 height percentile
compared to the autumn-born in the basic models.otts ratios reach borderline

significance for high-risk waist-to-hip ratio (spg vs. autumn).

For self-reported chronic conditions, we do noteslae strong season of birth effects
(Table 3.5 Part B). Those born in all other seasons have higher ofidsporting
diabetes, arthritis, and asthma but lower oddepbrting hypertension, angina, stroke,
and chronic lung disease compared to the autumm-bBwe results are highly similar for
the basic and the full models. In the full modedasidering a more detailed season of
birth variable Table A3.5 Part B), the results for hypertension, angina, and strekkeh
borderline significance, with the spring-born belesgs likely to report hypertension and
angina and the winter-born being less likely tooregtroke compared to the autumn-
born. The odds ratios for season of birth do n@atirmsignificance in the basic models or

for the other health outcomes.

Thus, in South Africa, the results for the measurealth outcomes provide weak support
for a health advantage for the autumn-born relabviaose born in other seasons, while

the results for self-reported chronic conditions aixed.
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Ghana
In Ghana, there is some evidence to support athadlitantage among the autumn-born
for most of the measured health outcon¥eab{e 3.6 Part A). In general, the odds ratios
for the other seasons exceed one, with the exeeptibwaist-to-hip ratio, pulse rate, and
height. Those born in all other seasons have sogmifly higher odds of having high-risk
diastolic blood pressure (OR=1.46, M1), although thsult reaches only borderline
significance in the full model. Odds ratios for thtber measured health outcomes are
mostly similar in the basic and the full modelshwtihe exception of pulse rate and
height, which are less than one in the basic mdul@lexceed one in the full models.
Consideration of the more detailed season categjariz (T able A3.6 Part A) indicates
that the finding for diastolic blood pressure ismhadue to a health advantage of the

autumn-born relative to the summer-born.

Season of birth is not a significant predictor 0y aelf-reported chronic conditions in
GhanaTable 3.6 Part B). Relative to those born in all other seasonsatitamn-born
experience a health advantage for hypertensionc(had full models) and asthma (full
model only) but a health disadvantage for diabestieske, angina, and asthma. Results
from models comparing the autumn-born to those boeach of the other three seasons
separately indicate that the summer-born havefggnily lower odds of reporting

diabetes than the autumn-bofirable A3.6 Part B).

In Ghana, there appears to be weak support foakdhhedvantage for the autumn-born
relative to those born in other seasons for thesorea health outcomes. However, there

is no support for an autumn-born health advantagedif-reported chronic conditions.
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Russia
In Russia, the autumn-born experience a healthradga relative to those born in other
seasons for diastolic blood pressure, pulse ratthaight Table 3.7 Part A). Compared
to the autumn-born, those born in other seasonmare likely to fall below the 2%
height percentile (OR=1.56, M1), but the resultscleonly borderline significance in
both the basic and full models. In contrast, tHom in other seasons appear to
experience a health advantage relative to the autuom for obesity, waist
circumference (significant at p<0.10), waist-to-h@pio, systolic blood pressure (basic
model only), and overall blood pressure. Resutimmfmodels using a detailed season of
birth categorization indicate that the autumn-ban less likely to fall below the 95
height percentile relative to the winter-born anel more likely to have high-risk waist
circumference relative to the winter- and summanl{all odds ratios significant at

p<0.05 in both the basic and full modelSpble A3.7 Part A).

The results for self-reported chronic conditionsyide stronger support for an autumn-
born health advantage in Russlalle 3.7 Part B). Compared to the autumn-born, those
born in other seasons have higher odds of haviaigetés (OR=1.84, M1), angina
(OR=1.81, M1), and stroke (OR=3.32, M1). For diaksednd angina, the odds ratios are
significant in both the basic and the full modé&ler stroke, the odds ratio is borderline
significant in the basic model and significanthe full model. These results are
supported by models comparing the autumn-borndsetborn in each of the other three
seasons separately, where the odds ratios for ttarsen the other seasons all exceed
one Table A3.7 Part B). Compared to the autumn-born, the spring-borrehav

significantly higher odds of diabetes and stroke #re summer-born have significantly
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higher odds of stroke. Those born in other seaatswshave higher odds of having
hypertension and chronic lung disease relativlecautumn-born, although these results
do not reach significance in the main models. Hevethose born in other seasons have
higher odds of having arthritis and asthma tharatitamn-born, although these

differences are not significant.

In Russia, the autumn-born experience a healthradga for measured health outcomes
such as blood pressure and height but not for wamimference relative to those born
in all other seasons. An autumn-born health adganitaobserved for diabetes, angina,

and stroke among the self-reported chronic conuitio

Mexico
In Mexico, the results for measured health outcogeeserally support the existence of a
health advantage for the autumn-boralgle 3.8 Part A). With the exceptions of waist-
to-hip ratio (basic model only), systolic blood gsare, and pulse rate, the autumn-born
experience a health advantage relative to thoseiball other seasons. Compared to the
autumn-born, those born in other seasons are gignify more likely to fall below the
25" height percentile (OR=2.53, M1; the odds ratiches borderline significance in the
full model) and more likely to have high-risk wagstcumference (the odds ratio reaches
borderline significance only in the full model). fdts from models considering the more
detailed season of birth variable are similar twsthfrom the main model$ &ble A3.8
Part A). Compared to the autumn-born, the winter-bormaoee likely to fall below the

10" and 28" height percentiles and the summer-born are mbegylto fall below the 258
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height percentile (results significant at the 1@el in both the basic and full models in

nearly all cases).

In terms of self-reported chronic conditions, hoesthe picture is more mixed gble

3.8 Part B). The autumn-born appear to be better off in tevfrtsypertension and

chronic lung disease but not diabetes, strokerthrigs. Compared to the autumn-born,
those born in all other seasons have significamtiher odds of reporting chronic lung
disease (OR=6.87, M1) in both the basic and fultlei®. However, they have
significantly lower odds of reporting diabetes (@R, M1) in both the basic and full
models and lower odds of reporting stroke (bordersignificant in the full model only).
These findings are supported by results from modmtsparing the autumn-born to those
born in each of the other three seasons sepafdiabye A3.8 Part B). Both the spring-
and particularly the summer-born have higher oddemorting chronic lung disease than
the autumn-born (significant for the summer-boriath the basic and full models and
borderline significant in the full model for thersm-born). These models indicate that
those born in each of the other seasons have logids of reporting diabetes than the
autumn-born (all odds ratios are significant in fillémodels and significant at the 5%

and 10% levels for summer and winter, respectivalyhe basic model).

In Mexico, the results for the measured health@utes generally support a health
advantage for the autumn-born relative to those boother seasons, but the results for

self-reported chronic conditions are mixed.
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China
In China, the autumn-born appear to be the mostalttiy in terms of measured health
outcomesTable 3.9 Part A). With the exception of waist-to-hip ratio, thedsdratios are
less than one for all other measured health outso@empared to the autumn-born,
those born in all other seasons have significdotiyer odds of having high-risk systolic
blood pressure (OR=0.80, M1) and overall blood gues (OR=0.83, M1) in the basic
and full models. They also have lower odds of beibgse, having high-risk waist
circumference, and having high-risk diastolic blgwdssure than the autumn-born
(results are borderline significant in the basid &rll models). Results from models
comparing the autumn-born to those born in eatchebther three seasons separately are
similar to the main modelg @ble 3A.9 Part A). Although the winter- and summer-born
are also better off than the autumn-born for marth® measured health outcomes, the
spring-born in particular experience a strong lheattvantage for obesity, systolic blood
pressure, diastolic blood pressure, and overatibforessure relative to the autumn-born

(significant in all basic and full models).

Results from models for self-reported chronic ctinds are mixed but also tend to
indicate a health disadvantage for the autumn-fbable 3.9 Part B). Relative to the
autumn-born, those born in all other seasons grefisiantly less likely to report having
hypertension (OR=0.89, M1, the odds ratio is bdndesignificant in the full model) and
less likely to report having diabetes, angina,sthma. However, those born in other
seasons are more likely to report having strokegrah lung disease, or arthritis
compared to the autumn-born. Results from modetsgyusmore detailed season of birth

categorization are consistent with those from tlagnrmodels Table A3.9 Part B).
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Compared to the autumn-born, the spring-born hayrefeantly lower odds of reporting
hypertension in the basic and full models, andatimter-born have borderline

significantly lower odds of reporting hypertensiarthe basic and full models.

In China, | find no support for an autumn-born kiealdvantage for either measured or
self-reported adult health outcomes. It is unclelay the season of birth pattern may be
different in China, but looking across differentioots, provinces, and urban/rural status

may help to shed light on these results.

India
In India, individuals born during the monsoon appeae healthiest in terms of
measured health outcomes compared to those bathdther seasong éble 3.10 Part
A). The odds ratios for those born in the other sesagxceed one for almost all
measured health outcomes. The exceptions are phlegihed using the lowest alternate
cutpoint £23 kg/nf) and high-risk waist circumference defined usinthtof the
alternate cutpoints, although these differencesatsignificant. Compared to those born
during the monsoon, those born in all other seaaomsignificantly more likely to meet
the high-risk cutpoints for both systolic and didistblood pressure (OR=1.59, M1) in
both the basic and full models. They are also rikedy to have high-risk systolic blood
pressure (borderline significant in the basic mpdegh-risk diastolic blood pressure
(borderline significant in the basic and full mageland high-risk pulse rate (borderline
significant in the basic and full models). Modetenparing those born in the monsoon
season to those born in the winter, summer, andmossoon seasons separately

indicate that this disadvantage is mostly concéediramong individuals born in the

142



summer and, to a lesser extent, in the winfab(e A3.10 Part A). Compared to those
born during the monsoon season, those born in suave significantly higher odds of
having high-risk overall blood pressure (significanthe basic model borderline
significant in the full model) and high-risk pulsse (significant in both the basic and
full models). They also have higher odds of hawhigh-risk systolic blood pressure and
diastolic blood pressure (borderline significanthe basic models). The winter-born also
have higher odds of having high-risk overall blgodssure (significant at the 10% level

in the basic model and at the 5% level in theruwidel).

For the self-reported chronic conditions, the itlssare more mixed, although there is
general support for a health advantage for indidgltborn during the monsoon season
(Table3.10 Part B). Compared to those born during the monsoon, thosein all other
seasons have higher odds of reporting hypertenaragna (full model only), stroke
(OR=3.38, M1, significant in the basic model onlghyonic lung disease (OR=2.35, M1;
significant in the basic model and borderline digant in the full model), and asthma
(borderline significant in the full model only). Mever, they have lower odds of
reporting angina (basic model only), diabetes (OB80M1; significant in the basic and
full models), and arthritis. Models using a moréadled categorization for season of birth
indicate that the summer-born are particularly disataged in terms of chronic lung
disease (significant in the basic and full modélgble 3.10 Part B). The winter-born
have higher odds of reporting stroke (significartha 5% level in the basic model and at
the 10% level in the full model) and lower oddsegorting diabetes relative to those

born during the monsoon season (significant inbdc and full models). Those born
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during the post-monsoon season have lower odd=pofting diabetes relative to those

born during the monsoon season (significant onigyhéfull model).

Thus, in India, those born during the monsoon apfzeaxperience a health advantage
for measured health outcomes and for some of theep®orted chronic conditions,
particularly compared to those born during the semn®©ne potential explanation for
the health advantage of those born during the nmnseason is that those born during
the winter and summer seasons would have been exposhe highest temperatures of
the year and monsoon conditions shortly after bRilring the 1920s-1930s in India,
cholera deaths peaked in the monsoon season, plagae deaths and smallpox cases
clustered in the winter and summer monfrgyres 3.1-3.3; Public Health

Commissioner of India 1937).

Il. Pre- and Postnatal Climate Conditions and Addbbrbidity in India

| now discuss results from models using climated@ons in an 18-month window
around birth to predict measured and self-repdnesadth outcomes in India. The main
hypotheses being tested in these models is whetber rainfall and higher temperatures
during the gestational and post-birth periods asmaiated with adult morbidity. Models
are estimated separately for the gestational astilpah periods. | present results from
models based on the sample of individuals with deteplata on all predictor variables
of interest and who report always having livedhait current place of residence to
ensure that the climate conditions corresponddedlexperienced by the respondents
around the time of birth. In the summary of thauhess | focus on the health outcomes

hypothesized to most strongly connected to eddyclbnditions (e.g., height, risk factors
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for or types of cardiovascular disease, and refgpiyralisease) although all of the health

outcomes are included in the results tables.

A. Rainfall Conditions and Adult Morbidity in India
Results from these models are summarizetainle 3.11 and detailed in the following
text. The main hypothesis being tested in theseetsad whether higher levels of rainfall

in an 18-month window around birth are associatiéd adult morbidity in India.

Gestation
Barker’s fetal origins hypothesis is the main tlya@garding the effects of exposures
experiencedn uteroand later life health outcomes. According to thisory, the main
pathway connecting early life exposures and acdedtth is nutrition (although it has also
been used in studies considering the long-term atspafin uteroexposure to the
influenza pandemic), and the outcomes we would &xpebe most strongly affected by

adverse conditions during gestation are cardioyasdisease and height.

More rainfall during each of the three trimestersréases the odds that an individual falls
below the 18 and 28" height percentilesT{able 3.12 Part A). For falling below the 10
height percentile, the odds ratios for rainfalthe second trimester are borderline
significant in the basic and full models, and tke®ratio for rainfall in the third

trimester is borderline significant in the basicdab For falling below the 25height
percentile, the odds ratios for rainfall in the®at trimester are significant at the 5%
level in the basic model and at the 10% level enftiil model, and the odds ratio for

rainfall in the third trimester is significant et 5% level in the basic model.
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Among the measured health outcomes, obesity, watstmference, waist-to-hip ratio,
and blood pressure are risk factors for cardiovasdisease. In general, higher amounts
of rainfall during gestation appear to be favordblethese adult health outcomes (e.g.,
the odds ratios are less than one), although thétseare sensitive to the high-risk
cutpoints used for obesity and waist circumfereere rain in the third trimester is
only a significant predictor of obesity (in botlethasic and full models) when it is
defined as"BMI of 25 kg/nf. More rain in the first and third trimesters hhs strongest
association with high-risk waist circumference gsiine lowest cutpoint for waist
circumference (specification c imable 3.12 Part A). Finally, higher amounts of rainfall
in the third trimester are associated with sigaffity lower odds of having high-risk
systolic, diastolic, and overall blood pressurém full models (the odds ratios are

borderline significant in the basic models for tlidis and overall blood pressure).

Among the self-reported chronic conditions, hypasien, diabetes, angina, and stroke
are risk factors for or types of cardiovasculaedse. There is no clear pattern of
advantage or disadvantage associated with highdalldevels for these health
outcomesTable 3.12 Part B). Significant associations are observed only &mfall in

the third trimester and hypertension in the fulldelband rainfall in the first trimester and
diabetes in the full model, where higher rainfailldls are associated with lower odds of

reporting these conditions.

Post-Birth
In the post-birth period, infectious diseases (dr@dsynergy between infection and

nutrition) are considered to be the most imporéamty life exposures associated with
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later life health outcomes. Thus, we may expese®the strongest influences on height,
a measure of childhood disease and nutritional itond; chronic lung disease, which
may be related to early respiratory infections; trerisk factors for and types of
cardiovascular disease discussed above, which esajt from chronic inflammation due

to childhood infections.

Higher levels of rainfall in the post-birth periade generally unfavorable for the
measured health outcomd@sble 3.12 Part A). Higher levels of rainfall during the first
1-3 months after birth are associated with sigatiiity increased odds of falling below
the 28" height percentile in the basic model (OR=1.70, Mty higher levels of rainfall
during the first 7-9 months after birth are assedawith significantly increased odds of
falling below the 25 height percentile in the basic and full models {QR1, M1).
Among the measured health outcomes that pertaiarthovascular disease, the most
consistent associations are observed for bloodpresand waist-to-hip ratio. Higher
levels of rainfall during the first 1-3 months afterth (significant in the basic model
only) and the first 7-9 months after birth (sigo#nt in the basic model, borderline
significant in the full model) are associated witgher odds of having high-risk waist-to-
hip ratio. Higher levels of rainfall during thedtr4-6 months after birth are significantly
associated with higher odds of having high-riskays diastolic, and overall blood
pressure in the basic models (odds ratios are Horelsignificant for diastolic and
overall blood pressure in the full models). Raihdiring the post-birth period is only
significantly associated with obesity defined @Ml >30 kg/nf and is not significantly

associated with any of the three waist circumfeganeasures.
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Among the self-reported chronic conditions, we raggect to see stronger associations
between rainfall and chronic lung disease, hypsiten diabetes, angina, and stroke.
Similar to the case for rainfall during the gesta#l period, we do not observe strong
associations between rainfall during the post-tpehod and self-reported chronic
conditions Table 3.12 Part B). The odds ratios for these health outcomes are no
consistently less than or greater than one. Thg 9ghificant association is observed
between rainfall in the first 7-9 months after bbiegind angina in the basic model

(OR=0.24, M1).

| also estimate models which include both seasdyirtif and rainfall conditions as
predictors of adult health outcomes (results notst). In these models, season of birth
is generally not a significant of measured healtttomes, and the associations between
rainfall and adult morbidity are largely robusttbh@ inclusion of season of birth as a

predictor variable.

B. Temperature Conditions and Adult Morbidity irlién

Results from models examining the associations é&twninimum temperature
conditions in an 18-month window around birth addlamorbidity are summarized in
Table 3.13 and detailed in the following text. The main hypegis being tested in these
models is whether higher temperatures during tiséagenal and post-birth periods are

associated with adult morbidity in India.
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Gestation
Similar to the hypotheses for rainfall, we may estgemperatures in gestation to be most
strongly related to cardiovascular disease anchthefgnong the measured health
outcomes, the most consistent associations arevaas®r height and, to a lesser extent,
blood pressurel(able 3.14 Part A). Higher temperatures during gestation are unifprm
unfavorable for height (odds ratios for temperagureall trimesters exceed one in both
the basic and full models). Higher temperaturesndunhe first and third trimesters are
associated with significantly higher odds of faglibelow the 18 height percentile in the
basic models (significant at the 10% level in thiéhodel for temperature in the first
trimester and at the 5% level in the full modelt@mperature in the third trimester).
Higher temperatures during the first and third gsters are associated with significantly
higher odds of falling below the $%eight percentile in the basic models only. Foobl
pressure, there is some evidence that higher textypes during the first trimester may
be unfavorable for systolic and overall blood puesgsignificant at the 5% level in the
basic models only), but results are mixed for higeeperatures during the other
trimesters and for diastolic blood pressure. Te@pees during gestation do not appear
to be associated with waist-to-hip ratio or anyh&f measures of obesity or waist

circumference.

Among the self-reported chronic conditions, therereak support for the influence of
temperature during gestation and conditions relaiexrdiovascular diseastaple 3.14
Part B). The odds ratios for temperature in all thremésters exceed one for angina and
stroke, although the odds ratios are only sigmifidar first trimester temperature and

stroke (significant in the basic model and boraerkignificant in the full model). The

149



results are more mixed for hypertension and diahaléhough higher temperatures
during the first trimester are associated with gigantly higher odds of reporting

hypertension in the basic model only.

Post-Birth
In the post-birth period, we are most interestetheassociations between temperature
and height, chronic lung disease, and risk fadtmrand types of cardiovascular disease.
As was the case with temperatures during gestagomperatures during the post-birth
period are most strongly associated with heightldadd pressure among the measured
health outcomesT(@ble 3.14 Part A). For these outcomes, the odds ratio for
temperatures during all of the three post-birthqukr exceed one. Higher temperatures
during the first 7-9 months after birth are sigrafntly associated with falling below the
10" (OR=1.14, M1) and 25(OR=1.11, M1) height percentiles in both the basid full
models. The odds ratio for temperature during iits¢ -3 months after birth is
borderline significant for falling below the 9Hieight percentile in the basic model only
(OR=1.08, M1). For blood pressure, most, but nipib&lthe odds ratios for temperatures
in the three post-birth periods are greater tham bilgher temperatures during the first 4-
6 months after birth are associated with signifiyahigher odds of having high-risk
overall blood pressure in the basic and full mogelR=1.05, M1). The odds ratios for
temperature during the first 4-6 months after baté significant and borderline
significant in the basic models for systolic andstiolic blood pressure, respectively.
Temperatures during the post-birth period do npeapto be associated with waist-to-

hip ratio or any of the measures of obesity or twa@rsumference.
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For the self-reported chronic conditions, it is leac whether higher temperatures in the
post-birth period are favorable or unfavorableddult morbidity Table 3.14 Part B).
Temperature in any of the post-birth periods isansignificant of hypertension, diabetes,
or angina, and there is no clear pattern to the oatios. However, higher temperatures
in all three post-birth do appear to be associat#id higher odds of reporting stroke. The
results are significant for temperature in thet #<% months after birth in both the basic
and full models (OR=1.16, M1) and borderline sigraiht for temperature in the first 1-3
and 7-9 months after birth in the basic modelsdntrast, higher temperatures appear to
be associated with lower odds of reporting chrdumg disease. The odds ratios are
significant for temperature in the first 7-9 mongiter birth (OR=0.83, M1) in both the
basic and full models and borderline significanttemperature in the first 1-3 months

after birth in the basic model only.

| also estimate models which include both seasdnrtif and temperature conditions as
predictors of adult morbidity (results not showlin)these models, season of birth is

generally not a significant predictor of measuredlth outcomes, and the associations
between temperature and adult morbidity are larg@dyst to the inclusion of season of

birth as a predictor variable.

l1l. Climate Conditions in the First Five Years é&fBirth and Shocks in Pre- and
Postnatal Climate Conditions and Adult Morbiditylidia

| conducted a number of supplementary analyses iexagnwhether climate conditions
up to 60 months after birth are associated witHtddhalth outcomes, and whether

additional insights can be gleaned from investigathe impacts of pre- and postnatal
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climate shocks on adult morbidity. This resultecivery large set of results, in which
the most consistent associations were generallgroed for height and blood pressure
measure. Instead of detailing all of these resullsscuss three cases that are best

motivated by the theories and existing literatunesarly life exposures on adult health.

a. Rainfall Shocks During Gestation

During the gestational period, insufficient rairridg the monsoon months is associated
with worse adult health outcomes for all three dipoessure measurésinsufficient

rain is defined as when a given month fell during monsoon season and when rainfall
during that month fell below the $@ercentile observed for that particular month and
district over the period 1901-2002. The predictanable of interest here is the fraction
of each trimester for which monsoon rains were amadly low (e.g., a failed monsoon),

with possible values ranging from 0-1 in incremesftd/3.

Insufficient monsoon rains during all three trinegstare associated with higher odds of
falling in the high-risk categories for systoli¢astolic, and overall blood pressure. The
odds ratios are significant at the 5% level fortathesters in the basic models except for
insufficient monsoon rains during the first trirerstwhich is significant at the 10% level.
The odds ratios are at least borderline significanhearly all trimesters in the full
models. The strongest effects are observed foffingnt monsoon rains during the third
trimester. Experiencing one month of insufficierdmaoon rains during the third
trimester is significantly associated with two+wee-fold increases in the odds of

having high-risk blood pressure (systolic: OR=3M4, diastolic: OR=2.01, M1;

3 Insufficient monsoon rains do not display consisassociations with other health outcomes.
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overall: OR=2.84, M1). Given that failed monsoomsaare likely to have a substantial
negative impact on the harvest and that the thimtester is considered by many to be the
period of peak growth, these results are consistéhtthe Barker hypothesis that
adverse nutritional conditions uteromay be related to an increased risk of

cardiovascular disease in adulthood.

b. Rainfall Shocks in the First Five Years AftentlBi

Excess rain during the post-birth period is assediavith worse adult health outcomes
for height and diastolic blood pressiPeExcess rain experienced during tfieygar (1-

12 months) and8year (24-36 months) after birth is associated witihise adult health
outcomes for diastolic blood pressure and heigispectively’® Each model uses five
12-month measures of excess rain to predict a@altl outcomes, where the other
controls in the basic and full models are as desdrabove. Excess rain is defined as the
fraction of each 12-month period when rainfall eeded the 90 percentile of rainfall
observed for the particular month and district aberperiod 1901-2002 (thus, the

possible values range from 0-1 in increments o2)1/1

Excess rain during the'year is significantly associated with high-riskastolic blood
pressure in both the basic and full models. Expeitey rainfall above the Jpercentile
in one month during the™year is associated a 29% increase in the oddaviridn high-
risk diastolic blood pressure in the basic model\MExcess rain during th&’3ear is
associated with higher odds of falling below th& {6dds ratios are significant in the

basic and full models) and 2%odds ratios are borderline significant in theibasd full

39 Excess rain during the post-birth does not displaysistent associations with other health outcomes
0 0dds ratios for the other 12-month periods aresitptificant.
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models) height percentiles. Experiencing rainfathee the o) percentile in one month
during the &' year is associated with a 39% increase in the ofitiling below the 168
height percentile in the basic model (M1). Theseilte are highly similar to results from
models that use total rainfall (rather than rairgabcks) in each of the five 12-month

periods to predict height and blood pressure irithdod **

While data on the duration of breastfeeding arecgctor the period when individuals in
this sample were born, the earliest available edgmfor India from the 1940s and 1950s
suggest that breastfeeding lasted for approxim&tetyars (see the Discussion section
below for more detail). The associations betweeresx rainfall shocks in th&3ear

and height suggest that environmental conditiong tadee on increased importance

during the weaning or immediate post-weaning period

c. Temperature Shocks in the First Five Years AftethBi

The third case considers the impact of exceptigradt summers during the first 60
months after birth. In this case, a temperaturelsiodefined as occurring when the
minimum temperature in a particular month and itisexceeded the 80percentile for
minimum temperature observed for that month andlidi®ver the period 1901-2002.
The predictor variable of interest here is thetfoacof the summer months in a given

year that were abnormally hot, with possible valt#sying from 0-1 in increments of

*1 These models indicate that higher levels of réliiriathe first year are associated with higher df
having high-risk diastolic blood pressure and tiigher levels of rainfall in the first 25-36 montafer

birth are associated with higher odds of fallingplethe 10" and 2%' height percentiles (results are at least
borderline significant in all basic and full models
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1/3. Exceptionally hot summers in th¥ylear (1-12 months) and®year (13-24 months)

after birth are associated with higher odds ofrfglbelow the lowest height percentif@s.

Exceptionally hot summers in th&%ear after birth are associated with significantly
higher odds of falling below the £theight percentile in both the basic and full msdel
Exceptionally hot summers in th& gear and ' year after birth are associated with
higher odds of falling below the $%eight percentile (significant at the 5% and 10%
levels only in the full models, respectively). Bdsm the existing literature, two
pathways that are likely to connect high summerpimature shocks in first 24 months
after birth and adult height are: (1) the contribiof higher summer temperatures to
food spoilage and increased infections during teaning period (e.g., diarrheal
diseases) and (2) the contribution of higher sunteraperatures to ideal conditions for
the transmission of vector-borne diseases (e.dgrmadengue, and other mosquito-

borne diseases).

Discussion

Researchers have become increasingly interestbe impacts of early life conditions
on later life morbidity, socioeconomic outcomesj amortality, motivated in part by
growing importance of chronic disease as a majoseaf morbidity and mortality
worldwide. In general, studies have found suppartdng-term negative health
consequences of pre- and postnatal exposure ttimis diseases, including the 1918
influenza pandemic. Findings from studies examinimgeffects of prenatal exposure to

famines are mixed, with some studies finding nagteerm impacts and others

“2 For height, odds ratios for the other 12-monthiqus are not significant. Excess summer tempegatur
during the post-birth period do not display coreistassociations with other health outcomes.
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documenting adverse impacts on adult morbidityraodality. The main pathways
theorized to connect these early life conditiond kater life health outcomes are
physiological changes that occur in response tawarible nutritional conditionsa

utero (developmental plasticity) and physiological scagrand chronic inflammation due
to infectious diseases (Barker 1995; Elo and Pne$892; Finch and Crimmins 2004).
Among the outcomes hypothesized to be most strdimidgd to early life exposures, the
most consistent associations have been observegdreearly life conditions and later

life height, cardiovascular disease, respiratosgdse, and mortality.

Data on early life exposures are often scarcejigasbme researchers to focus on season
of birth as a proxy for environmental exposures thiduence early life nutrition and
exposure to infectious diseases. Several studies d@cumented season of birth patterns
in developed countries indicating a longevity adage for those born in the autumn
relative to those born in all other seasons. Td#st of my knowledge, however, no
studies have systematically examined whether theason of birth patterns exist in

developing countries.

In this chapter, | examined whether season of lsréissociated with adult morbidity in
six developing and newly industrialized countristia, China, Ghana, Mexico, Russia,
and South Africa. | also tested whether environmlegposures (rainfall and
temperature) experienced around the time of batrela direct influence on adult
morbidity in India. Climate exposures are hypothedito have strong effects on the
infectious disease environment and nutrition egrlyfe, particularly in developing

countries.
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Season of Birth and Adult Morbidity

Studies in developed countries (e.g., Doblhammedn&upel 2001, Doblhammer 2004,
and Gavrilov and Gavrilova 2011) have documentedutomn-born longevity
advantage. The health advantage of the autumnibdrypothesized to be related to the
harvest season and the availability of food, asmat nutrition during the third trimester
is generally expected to be better for those bothe autumn and early winter compared
to those born in spring and early summer (Doblhan2084). In addition, the incidence

of infectious disease varies seasonally.

In this chapter, | consider whether season of lpétierns in adult morbidity exist in
developing countries. The findings from these asedy(summarized ihable 3.4) are
inconclusive. | do not find evidence of strong seasf birth patterns in adult morbidity
in the six countries considered in these analysatese models, the coefficients rarely
reach statistical significance and at times theat$f are not in the expected direction.
This may be related to limited power due to smathple sizes, the consideration of
different adult health outcomes compared to eashedies (e.g., morbidity versus
mortality), or different processes operating in@leping versus developed countries.
Compared to the United States and other Westeropiean countries for which an
autumn-born longevity advantage has been documethtiedountries considered in this
chapter may have very different climates and sesdgmaiterns in disease incidence and
agricultural production. It is possible that futstedies may be able to further explore

whether season of birth patterns exist in deveppountries.
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Pre- and Postnatal Rainfall and Temperature Cowodisi and Adult Morbidity

In the second set of analyses, | examine whetheflatband temperature conditions
during the pre- and post-birth periods affect atighlth outcomes in India. These results
are summarized ifables 3.11 and3.13 for rainfall and temperature, respectively. | find
that rainfall and temperature conditions aroundtitine of birth are most strongly
associated with adult height and blood pressure,afthe outcomes we would expect to
be most related to early life exposures. Heiglat mseasure of disease and nutritional
conditions in childhood, and high blood pressure iisk factor for cardiovascular
disease. The results are more consistent for med$walth outcomes than for self-
reported chronic conditions. Supplementary casegige support for the importance of
environmental conditions influencing nutritiomuteroand influencing the disease

environment during the weaning period.

Rainfall
During the gestational period, higher amounts offall appear to be somewhat
beneficial for blood pressure but deleterious fight. The most consistent associations
are observed between rainfall during the third ¢ister and adult morbidity. Although
higher amounts of rainfall during gestation areoasged with lower odds of high-risk
blood pressure in the main models, supplementaalyses indicate that exposure to
failed monsoon rains during gestation is associatéahigher odds of high-risk blood
pressure. Similarly, the effects are strongestdibed monsoon rains experienced during
the third trimester, the period of peak fetal giowkailed monsoon rains are likely to

have a substantial negative impact on agricultoradluction. In 2002, for example, the
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drought caused by failed monsoon rains resulted4r2% contraction in the agricultural
sector and a 2% decline in GDP growth (“MonsooneBIl2009). The finding that failed
monsoon rains during gestation are associatedasliierse later life outcomes for blood
pressure is consistent with the hypothesis tha¢@@vnutritional conditions uteroare

related to an increased risk of cardiovascularagisen adulthood (Barker 1995).

During the post-birth period, higher levels oinfall are consistently associated with
worse health outcomes for height, blood pressuma waist-to-hip ratio. One possible
mechanism that may be operating here is that highets of rainfall contribute to
greater infectious and parasitic disease exposugariy life, which in turn lead to greater
adult morbidity through scarring and chronic infiaation. This possibility is supported
by supplementary analyses examining the importahcémate conditions during an

extended post-birth window, discussed below.

Temperature

With very few exceptions, higher temperatures adoilne time of birth are
associated with worse adult health outcomes. Dwgewation, higher temperatures are
associated with higher odds of having high-rislobl@ressure and higher odds of falling
below the lowest height percentiles. These assoongmare generally most consistent for
conditions experienced during the first and thinchésters. It is possible that higher

temperatures during gestation may influence makstress, infection, and nutrition.

During the post-birth period, higher temperatunesadso associated with higher odds of
having high-risk blood pressure and higher oddaltihg below the lowest height

percentiles. These associations are stronger ilateetwo post-birth periods (4-6 and 7-
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9 months after birth) than in the earliest postHbreriod. The most likely explanation for
these associations are the contribution of higlmperatures to diarrheal disease and
other gastrointestinal infections through food & and to the spread of vector-borne

diseases.

Temperature and Rainfall Shocks During the FirsteFY ears After Birth
| also examine whether temperature and rainfaltitams during the first 60 months
after birth are associated with adult health outesnh find that abnormally high levels of
rainfall during the third year and abnormally hghmmer temperatures during the
second year after birth are associated with sicpmfily higher odds of falling below the
lowest height percentiles. These findings proviggestive evidence of the increased

importance of environmental conditions during thesaming period.

Estimates of the duration of breastfeeding in Indspecially for the period prior to the
1960s, are scarce. According to Visaria, Visamal dain (1995), even at present, few
surveys in India have collected information on bBtesgeding. However, the majority of
the literature indicates that up until very recgnireastfeeding in India was considered
to be universal and quite lengthy in duration, ¢gtly lasting up until the next pregnancy
(Jain and Adlakha 1982; Nath, Land, and Singh 19%hgria 2004, Visaria, Visaria, and
Jain 1995). The earliest period estimates sugbasthe average duration of
breastfeeding was approximately two years. Baseabsarvation of a village in
Karnataka, Caldwell, Reddy, and Caldwell (1982)esthat “in the 1940s, only women
who had no milk or were very sick failed to breastf for two years, and many did so for

three to five years” (694). Other estimates frorb88and 1959, the first based on patients
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in a birth control clinic in Bombay and the secam11 villages in Punjab, placed the
mean duration of lactation at 21 and 19.8 mont#spectively (Peters et al. 1958; Potter
et al. 1965). One study from 1957-1969 found thexragye duration of breastfeeding to be

28 months (Rao and Mathen 1970).

Given that the average duration of breastfeedirsgtdraded to decline over time in
developing countries, estimates from more recenb@ge may serve as lower bounds.
From their review of data from six studies coveriragh rural and urban areas in several
regions of India conducted during the 1960s and49Jain and Adlakha (1982)
concluded that the average duration of breastfgediiming the 1970s was 20-22 months.
Estimates of the average duration of breastfeeflorg the six studies ranged from 19.6-
30.3 months (Ibid.). A 1967 study based in rurdbhtUPradesh estimated the average
duration of breastfeeding to be 22.6 months (Vésarisaria, and Jain 1995). Estimates
from 1981-1982 suggest that breastfeeding laste®l&id 22.9 months in urban and
rural areas of Rajasthan, respectively, and 23d&8&m6 months in urban and rural areas

of Orissa, respectively (Ibid.).

More recently, data from a 1992 survey indicated thildren in rural West Bengal and
an urban slum in Calcutta were breastfed for 1211 20-23 months, respectively (Sen
and Biswas 1993). Even through the late 1990g]tination of breastfeeding seems to
have been quite long. Visaria (2004) estimatediadian duration of breastfeeding to be
25.4 months. Although urban women had shorter suraiof breastfeeding than rural
women, on average the median duration of breastfgeanong urban women was still

in excess of 21 months. Data from the National Raki¢alth Survey 1998-9 indicate
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that for the six states included in this analysstimates of the duration of breastfeeding

ranged from 20 months in Karnataka to 36 monthssisam (lbid.).

Since breastfeeding is combined with the introaurctif solid foods and other
supplements as the child ages, ideally we woukltikkhave estimates of the average
duration of exclusive breastfeeding. According ieavia (1988), “Women continue to
feed their children for up to 24-36 months, anchdbintroduce supplementary foods
very systematically,” although supplementary mdKkuted with water) may be
introduced around 6 months (86). A study in 198®wafincome women in Hyderabad
found that the total duration of lactation was 2hdnths, but exclusive breastfeeding

lasted for 8.9 months (Prema and Ravindranath 1982)

Overall, these studies suggest that breastfeedayghave lasted for roughly 2 years for
the individuals in my sample. With regards to timelihngs from my analyses, it is striking
that rainfall and temperature conditions in the mwe@ or post-weaning period (in the
second and third years after birth) show strong@asons with height, a marker of
infectious disease and nutritional conditions dyichildhood. The associations observed
between rainfall and temperature conditions dutimeg4-6 month and 7-9 month post-
birth periods and blood pressure and height inthdatl may reflect the end of exclusive
breastfeeding, the introduction of weaning foodsl waning protection from maternal
antibodies, all of which would result in increasesceptibility to infectious and parasitic
diseases in childhood. For example, Motarjemi et18193) noted the relationship
between higher ambient temperatures and the comdiom of weaning foods, which in
turn are strongly associated with diarrheal dis@askemalnutrition among children. In

addition, based on longitudinal studies conduatelllatlab, Bangladesh, Black et al.
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(1982) found that 41% of samples of food fed tddrkn of weaning age and 50% of
drinking water specimens containgdcoli. The proportion of children’s food samples
containingE. coliwas strongly associated with incidence of diarrltesg¢ase, and higher

E. colilevels were related to cooked foods stored atdriggmperatures (Ibid.).

Robustness of the Results

In general, results summarized above are robusetonclusion of controls for district of
residence, education, and father’s occupation dndation (all models control for age
and sex). Additional analyses indicate that thdifigs are also robust to controlling for
race in South Africa and religion in each of the®untries. For countries located in the
Northern Hemisphere, autumn is defined as occufromg September-November.
Results from models in which autumn is defined @suaing from October-December

are highly similar to those presented here.

Although I also explored whether interactions betwéather’'s occupation and season of
birth and interactions between father's occupadiod climate conditions around the time
of birth are significant predictors of adult moribygi the results from these models did not

show a clear pattern. In addition, these interasti@rely reached statistical significance.

Limitations

There are a number of important limitations to #giigdy. First, | necessarily rely on the
accuracy of respondents’ reporting of their momtt gear of birth, and age misreporting
may be an issue for these samples. In additiomprbygortions of the total samples who

report their month of birth vary by country and nragult in a select sample (e.g., a
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lower fraction of women than men report their moathpirth in India and Ghana).
However, it is unlikely that nonresponse to the thaf birth question varies
systematically by month of birth (e.g., individudlsrn in June should not be any less
likely to report their month of birth than individls born in December). Measurement
error in month of birth is thus expected to be meano; generally, this should result in
attenuation bias and the estimates may be condidereervative (Stefanski and Carroll

1985).

In addition, it is uncertain how and to what exti#rg@se patterns may be influenced by
selective survival to age 58For example, if we expect certain seasons to bepkrly
unfavorable for infant survival and survival to & we may expect that individuals
who were born in those seasons and who survivgdd@ may be particularly hardy. In
contrast, if being born in certain seasons is hgalbmoting, the group of individuals
who were born in those seasons and who survivged@ may be more heterogeneous in
terms of frailty. However, given that being borrautumn is considered to be most
favorable for earlyand later life health outcomes, we would expect traugrof autumn-
born survivors to be more heterogeneous than trdéenaurvivors born in other seasons
and that any health advantage for the autumn-bdwoyold be muted at older ages.
However, | still observe a consistent health adag@tn adult morbidity for the autumn-
born in most countries. It is also possible thatéhmay be countervailing effects which
cancel out on average (e.g., if both acquired imtyuwmd scarring are operating),

resulting in null findings.

3 The month of birth distributions for the six antidgl samples in the season of birth models arevstin
Figure A3.1.
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Finally, data limitations result in fairly smallrs@le sizes for some countries (e.qg.,
Ghana, Mexico). Although many of the associatiaesimthe hypothesized direction,
they do not always reach significance. It may leedhse that there is insufficient power
to detect more robust relationships between theigiar variables of interest and health

outcomes.

Conclusion

In this chapter, | examined the associations batveeely life conditions, captured by
season of birth and climate conditions experierazednd the time of birth, and both
measured and self-reported adult health outcomekelfirst part of the analysis, | do
not find strong season of birth patterns in aduthidity in the six developing and newly
industrialized countries considered in this chaf@rina, Ghana, India, Mexico, Russia,

and South Africa).

In the second part of the analysis, | find evidetiag both pre- and postnatal rainfall and
temperature conditions are associated with adutbidity in India. The most consistent
associations are observed for height and bloodsprestwo adult health outcomes we
would expect to be most strongly related to eaféydxposures based on the existing
literature. While more rainfall is associated withth beneficial and deleterious adult
health outcomes, higher temperatures are nearlgyahassociated with worse adult
health outcomes. Furthermore, supplementary arabssamining rainfall and
temperature shocks and extending the post-birtargh8on window through 5 years
support the importance of nutritional conditionsidg gestation and infectious disease

exposure during the weaning period.
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Tables

Table 3.1. Four-Category Season of Birth Classifications

Chlr_1a, Ghang, South Africa India

Mexico, Russia
January Winter Summer Winter
February
March
April Spring Autumn Summer
May
June
July Summer Winter

Monsoon

August
September
October Autumn Spring
November Post Monsoon
December Winter Summer

Table 3.2. Hypotheses for the Associations Between Seasorribf &1d Environmental
Exposures and Adult Health

Variable of Interest

Expected Association with Adult Health

Season of BirtliChina, Ghana, India, Mexico, Russia, South Africa)
Autumn vs. All other
Monsoon vs. All other

Environmental Exposurdindia)

|. Rainfall

a. Higher levels

b. Shocks

Better

Indeterminate

Indeterminate

> 90" percentile during monsoorWorse

< 10" percentile during monsoorWorse

[I. Minimum temperature
a. Higher levels

b. Shocks

Worse

> 90" percentile during summer Worse
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Table 3.3. Measured Health Outcomes and High-Risk Cutpoints

Measure High-Risk Cutpoint Source
Body mass index (BMfj a. BMI> 30 kg/nf 1
India b. BMI > 25 kg/nf 2
c. BMI > 23 kg/nf 3
Waist circumference a.> 102 cm (M), > 88 cm (F) 4
India b.>90 cm (M),> 80 cm (F) 2
c.> 87 cm (M),>82cm (F) 3
Waist-to-hip ratio >0.90 (M), >0.85 (F) 5
Systolic blood pressufe > 140 mm Hg 6
Diastolic blood pressufg > 90 mm Hg 6
Blood pressurg > 140 mm Hg systolic and > 90 mm Hg diastolic 6
Pulse rat& > 90 beats/min 5

Height,<10" percentile  Chinas 1.555 m (M), 1.46 m (F)
Ghana<1.55m (M)<1.49 m (F)
India: < 1.545 m (M)< 1.418 m (F)
Mexico:< 1.568 m (M)<1.426 m (F)
Russia<1.62 m (M),<1.52 m (F)
South Africa:< 1.56 m (M),<1.49 m (F)

Height,<25" percentile ~ Chinas 1.6 (M) m (M),< 1.5 m (F)
Ghana<1.61 m (M)<1.533 m (F)
India: < 1.587 m (M)< 1.461 m (F)
Mexico:< 1.593 m (M)< 1.443 m (F)
Russia< 1.68 m (M),< 1.55 m (F)
South Africa:< 1.5 m (M),< 1.44 m (F)

Sources: (1) WHO (2013); (2) WHO (2000) and Misra et &006); (3) Mohan et al. (2007); (4) NHLBI;
(5) Seeman et al. (2008); (6) Crimmins et al. (2005

4 Calculated from respondents’ measured height aighi:
> Calculated from the average of three measurentekes.
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Table 3.4. Summary of Results from Logistic Regression Medégging Season of Birth (Autumn vs. All other orddoon vs. All
other) to Predict Measured Health Outcomes (Paendl) Self-Reported Chronic Conditions (Part B), #édadnd Females Aged 50+,
India (2007-2008)

Part A: Measured Health Outcomes

High-Risk - Height i
Waist Systolic Diastolic <1 <25
Obese Circ. WHR yBP BP BP Pulse Percentile Percentile

South Africa 4
Ghana v
Russia
Mexico 4
China
India 4

Part B: Self-Reported Chronic Conditions

Hypertension Diabetes Angina Stroke CLD  Arthritis Asthma

South Africa

Ghana

Russia v v

Mexico v

China

India v

Notes WHR refers to waist-to-hip ratio, BP refers toddl pressure, CLD refers to chronic lung diseabad&d boxes refer to support for a health advarftage
those born in the autumn or monsoon seasons mlatithose born in all other seasons (OR>1) andkchmarks indicate that these associations arefgignt at
p<0.05 in the basic models (M1). Crossed out bingisate that models were not run for a partichkealth outcome due to very low incidence of thdthea
outcome in that sample.
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Table 3.5. Odds Ratios and 95% Confidence Intervals from LiagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, South Aff2€97-2008)

Season of Birth Season of Birth
Part A (ref=Autumn) Part B (ref=Autumn) N
Obese (BME 30 kg/m) Hypertension
M1 1.22 [0.85,1.75] 1,331 M1 0.85 [0.57,1.25] 1,331
M5 1.18 [0.83,1.70] 1,331 M5 0.80 [0.54,1.18] 1,331
High-Risk Waist Circumference Diabetes
M1 1.02 [0.68,1.52] 1,331 M1 1.39 [0.69,2.78] 1,331
M5 1.06 [0.72,1.55] 1,331 M5 1.22 [0.60,2.51] 1,331
High-Risk Waist-to-Hip Ratio Angina
M1 1.32 [0.90,1.93] 1,331 M1 0.76 [0.31,1.85] 1,331
M5 1.29 [0.88,1.90] 1,331 M5 0.72 [0.32,1.63] 1,331
High-Risk Systolic Blood Pressure Stroke
M1 1.06 [0.66,1.72] 1,331 M1 0.88 [0.36,2.19] 1,331
M5 1.03 [0.63,1.68] 1,331 M5 0.65 [0.28,1.51] 1,331
High-Risk Diastolic Blood Pressure | Chronic Lung Disease
M1 1.25 [0.81,1.93] 1,331 M1 0.94 [0.26,3.36] 1,331
M5 1.17 [0.77,1.79] 1,331 M5 0.92 [0.23,3.62] 1,331
High-Risk Blood Pressure Arthritis
M1 1.31 [0.85,2.02] 1,331 M1 1.38 [0.87,2.18] 1,331
M5 1.28 [0.83,1.98] 1,331 M5 1.18 [0.71,1.95] 1,331
High-Risk Pulse Rate Asthma
M1 1.47 [0.89,2.42] 1,331 M1 1.10 [0.45,2.68] 1,331
M5 1.48 [0.88,2.49] 1,331 M5 1.05 [0.43,2.56] 1,331
Height,< 10th Percentile
M1 1.96* [1.06,3.61] 1,331
M5 2.16* [1.14,4.09] 1,331
Height, < 25th Percentile
M1 1.34 [0.88,2.03] 1,331
M5 1.25 [0.82,1.90] 1,331

+p <0.10, * p < 0.05, ** p < 0.01, *** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatids controls for region, father’s

education, father’s occupation, and respondentsaiibn. Sed able 3.3 for the high-risk cutpoints.
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Table 3.6. Odds Ratios and 95% Confidence Intervals fromidgtagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, Ghana (20082

Season of Birth Season of Birth
Part A (ref=Autumn) Part B (ref=Autumn)
Obese (BME 30 kg/m) Hypertension
M1 1.44 [0.80,2.62] 838 M1 1.21 [0.77,1.91] 838
M5 1.25 [0.68,2.29] 838 M5 1.05 [0.64,1.75] 838
High-Risk Waist Circumference Diabetes
M1 1.20 [0.74,1.96] 838 M1 0.79 [0.34,1.80] 838
M5 1.01 [0.63,1.61] 838 M5 0.70 [0.33,1.49] 838
High-Risk Waist-to-Hip Ratio Angina
M1 0.85 [0.58,1.26] 838 M1 0.47 [0.14,1.61] 838
M5 0.79 [0.52,1.20] 838 M5 0.47 [0.14,1.55] 838
High-Risk Systolic Blood Pressure Stroke
M1 1.19 [0.84,1.69] 838 M1 0.97 [0.30,3.08] 838
M5 1.09 [0.75,1.57] 838 M5 0.91 [0.28,2.94] 838
High-Risk Diastolic Blood Pressure| Chronic Lung Disease
M1 1.46* [1.06,2.01] 838 M1
M5 1.38+ [0.99,1.92] 838 M5
High-Risk Blood Pressure Arthritis
M1 1.26 [0.90,1.76] 838 M1 0.86 [0.54,1.37] 838
M5 1.16 [0.82,1.64] 838 M5 0.84 [0.52,1.35] 838
High-Risk Pulse Rate Asthma
M1 0.97 [0.55,1.72] 838 M1 0.95 [0.38,2.40] 838
M5 1.06 [0.60,1.86] 838 M5 1.14 [0.42,3.10] 838
Height,< 10th Percentile
M1 0.98 [0.46,2.09] 838
M5 1.09 [0.53,2.26] 838
Height, < 25th Percentile
M1 0.99 [0.66,1.49] 838
M5 1.02 [0.68,1.52] 838

+ p <0.10, * p < 0.05, * p < 0.01, *** p < 0.001

Notes Model 1 includes controls for age and sex. Mdgatlds controls for region, father’s
education, father’s occupation, and respondentsa&iibn. Sed able 3.3 for the high-risk

cutpoints. Chronic lung disease is omitted dueeiy Vow incidence of this condition in this sample.
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Table 3.7. Odds Ratios and 95% Confidence Intervals fromigtagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, Russia (200D)

Season of Birth Season of Birth
Part A (ref=Autumn) N Part B (ref=Autumn) N
Obese (BME 30 kg/m) Hypertension
M1 0.89 [0.45,1.74] 2,260 M1 1.14 [0.57,2.26] 2,260
M5 0.98 [0.55,1.78] 2,260 M5 1.24 [0.64,2.41] 2,260
High-Risk Waist Circumference Diabetes
M1 0.56+ [0.31,1.01] 2,260 M1 1.84* [1.25,2.70] 2,260
M5 0.56+ [0.30,1.03] 2,260 M5 2.06** [1.27,3.36] 2,260
High-Risk Waist-to-Hip Ratio Angina
M1 0.78 [0.40,1.55] 2,260 M1 1.81* [1.08,3.03] 2,260
M5 0.78 [0.38,1.60] 2,260 M5 1.89* [1.16,3.09] 2,260
High-Risk Systolic Blood Pressure Stroke
M1 0.99 [0.61,1.62] 2,260 M1 3.32+ [0.95,11.56] 2,260
M5 1.01 [0.65,1.57] 2,260 M5 3.53* [1.18,10.58] 2,260
High-Risk Diastolic Blood Pressure | Chronic Lung Disease
M1 1.08 [0.74,1.58] 2,260 M1 1.13 [0.49,2.59] 2,260
M5 1.16 [0.80,1.67] 2,260 M5 1.22 [0.68,2.19] 2,260
High-Risk Blood Pressure Arthritis
M1 0.82 [0.49,1.37] 2,260 M1 0.96 [0.55,1.68] 2,260
M5 0.86 [0.53,1.39] 2,260 M5 0.93 [0.52,1.67] 2,260
High-Risk Pulse Rate Asthma
M1 1.18 [0.44,3.16] 2,260 M1 0.52 [0.13,2.10] 2,260
M5 1.37 [0.55,3.43] 2,260 M5 0.78 [0.32,1.87] 2,260
Height,< 10th Percentile
M1 1.17 [0.50,2.71] 2,260
M5 1.12 [0.54,2.31] 2,260
Height, < 25th Percentile
M1 1.56+ [0.94,2.59] 2,260
M5 1.53+ [0.96,2.45] 2,260

+p <0.10, *p < 0.05, * p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatids controls for region, father’s education,

father’s occupation, and respondent’s educatioa.Taéle 3.3 for the high-risk cutpoints.
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Table 3.8. Odds Ratios and 95% Confidence Intervals fromidgtagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, Mexico (2090)

Season of Birth Season of Birth
Part A (ref=Autumn) Part B (ref=Autumn) N
Obese (BME 30 kg/m) Hypertension
M1 1.73 [0.73,4.12] 937 M1 1.29 [0.54,3.07] 937
M5 1.71 [0.86,3.39] 937 M5 1.37 [0.73,2.57] 937
High-Risk Waist Circumference Diabetes
M1 155 [0.68,3.52] 937 M1 0.41* [0.18,0.94] 937
M5 1.67+ [0.93,2.99] 937 M5 0.23*** [0.10,0.55] 937
High-Risk Waist-to-Hip Ratio Angina
M1 0.90 [0.41,2.00] 937 M1
M5 1.10 [0.49,2.51] 937 M5
High-Risk Systolic Blood Pressure Stroke
M1 0.57 [0.22,1.43] 937 M1 0.59 [0.16,2.21] 937
M5 0.80 [0.36,1.74] 937 M5 0.43+ [0.17,1.06] 937
High-Risk Diastolic Blood Pressure| Chronic Lung Disease
M1 1.22 [0.52,2.85] 937 M1 6.87** [1.79,26.45] 937
M5 1.33 [0.72,2.45] 937 M5 8.37* [1.42,49.41] 937
High-Risk Blood Pressure Arthritis
M1 1.40 [0.62,3.17] 937 M1 0.51 [0.17,1.52] 937
M5 159 [0.88,2.88] 937 M5 0.66 [0.31,1.42] 937
High-Risk Pulse Rate Asthma
M1 0.99 [0.19,5.17] 937 M1
M5 0.87 [0.29,2.57] 937 M5
Height,< 10th Percentile
M1 2.01 [0.70,5.83] 937
M5 2.47 [0.57,10.71] 937
Height,< 25th Percentile
M1 2.53* [1.07,5.98] 937
M5 2.39+ [0.89,6.37] 937

+p <0.10, *p < 0.05, * p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatids controls for region, father’s education,
father’s occupation, and respondent’s educatioa.Taéle 3.3 for the high-risk cutpoints. Angina and

asthma are omitted due to very low incidence a$ehmonditions in this sample.
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Table 3.9. Odds Ratios and 95% Confidence Intervals fromidgtagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, China (20IGP

Season of Birth

Part A (ref=Autumn)

Season of Birth
Part B (ref=Autumn) N

Obese (BME 30 kg/m)

M1 0.80+ [0.62,1.04] 5,975
M5 0.79+ [0.60,1.04] 5,975
High-Risk Waist Circumference

M1 0.87+ [0.74,1.02] 5,975
M5 0.86+ [0.74,1.01] 5,975
High-Risk Waist-to-Hip Ratio

M1 1.13 [0.96,1.34] 5,975
M5 1.14 [0.96,1.35] 5,975
High-Risk Systolic Blood Pressure

M1 0.80** [0.70,0.92] 5,975
M5 0.79**  [0.69,0.91] 5,975

High-Risk Diastolic Blood Pressure

M1 0.90+ [0.82,1.00] 5,975
M5 0.92+ [0.84,1.01] 5,975
High-Risk Blood Pressure

M1 0.83*** [0.75,0.92] 5,975
M5 0.84**  [0.76,0.93] 5,975
High-Risk Pulse Rate

M1 0.93 [0.75,1.17] 5,975
M5 0.94 [0.75,1.18] 5,975

Height,< 10th Percentile
M1 0.88 [0.69,1.13] 5,975
M5 0.89 [0.69,1.14] 5,975
Height, < 25th Percentile
M1 0.96 [0.81,1.13] 5,975
M5 0.95 [0.81,1.13] 5,975

Hypertension

M1 0.89* [0.80,1.00] 5,975
M5 0.90+ [0.80,1.00] 5,975
Diabetes

M1 0.90 [0.70,1.15] 5,975
M5 0.90 [0.70,1.15] 5,975
Angina

M1 0.94 [0.77,1.16] 5,975
M5 0.93 [0.77,1.13] 5,975
Stroke

M1 1.10 [0.72,1.67] 5,975
M5 1.09 [0.71,1.66] 5,975

Chronic Lung Disease

M1 1.19 [0.93,1.51] 5,975
M5 1.18 [0.93,1.51] 5,975
Arthritis

M1 1.03 [0.85,1.25] 5,975
M5 1.04 [0.86,1.26] 5,975
Asthma

M1 0.77 [0.48,1.25] 5,975
M5 0.74 [0.46,1.18] 5,975

+p <0.10, *p < 0.05, * p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatids controls for region, father’s education,

father’'s occupation, and respondent’s educatioa.Table 3.3 for the high-risk cutpoints.
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Table 3.10. Odds Ratios and 95% Confidence Intervals fromigtagRegression Models
Predicting Measured Health Outcomes (Part A) andRSsported Chronic Conditions
(Part B), Males and Females Aged 50+, India (200082

Season of Birth Season of Birth
Part A (ref=Monsoon) N Part B (ref=Monsoon) N
Obese (BME 30 kg/m) Hypertension

M1 1.09 [0.48,2.50] 1,376 M1 1.24 [0.83,1.84] 1,376
M5 1.21 [0.51,2.85] 1,376 M5 1.14 [0.80,1.63] 1,376
Obese (BME 25 kg/mf) Diabetes

M1 1.06 [0.70,1.62] 1,376 M1 0.58* [0.35,0.96] 1,376
M5 1.04 [0.66,1.66] 1,376 M5 0.49* [0.28,0.85] 1,376
Obese (BMP 23 kg/m) Angina

M1 0.92 [0.64,1.33] 1,376 M1 0.96 [0.55,1.65] 1,376
M5 0.88 [0.61,1.28] 1,376 M5 1.12 [0.66,1.92] 1,376
High-Risk Waist Circumferente Stroke

M1 1.16 [0.68,2.00] 1,376 M1 3.38* [1.07,10.67] 1,376

M5 1.27 [0.76,2.14] 1,376 M5 2.96 [0.80,10.91]1,376

High-Risk Waist Circumferente Chronic Lung Disease

M1 0.90 [0.59,1.37] 1,376 M1 2.35+ [0.90,6.14] 1,376
M5 0.87 [0.57,1.31] 1,376 M5 2.35* [1.02,5.42] 1,376
High-Risk Waist Circumferente Arthritis

M1 0.95 [0.62,1.44] 1,376 M1 0.82 [0.53,1.27] 1,376
M5 0.97 [0.63,1.49] 1,376 M5 0.73 [0.47,1.11] 1,376
High-Risk Waist-to-Hip Ratio Asthma

M1 1.10 [0.73,1.67] 1,376 M1 1.48 [0.75,2.90] 1,376
M5 1.02 [0.68,1.52] 1,376 M5 1.74+ [0.92,3.32] 1,376
High-Risk Systolic Blood Pressure
M1 1.41+ [1.00,1.99] 1,376

M5 1.28 [0.92,1.78] 1,376

High-Risk Diastolic Blood Pressure
M1 1.42+ [0.95,2.11] 1,376

M5 1.39+ [0.96,2.00] 1,376

High-Risk Blood Pressure

M1 1.59* [1.11,2.30] 1,376

M5 1.47* [1.04,2.10] 1,376

High-Risk Pulse Rate

M1 1.55+ [0.98,2.45] 1,376

M5 1.57+ [0.99,2.47] 1,376
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Height,< 10" Percentile
M1 1.41 [0.76,2.60] 1,376
M5 1.36 [0.75,2.47] 1,376
Height,< 25" Percentile
M1 1.13 [0.75,1.72] 1,376
M5 1.08 [0.72,1.61] 1,376

+p <0.10, *p < 0.05, * p < 0.01, *** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatlds controls for region, father’s education,
father’s occupation, and respondent’s educatioa.Table 3.3 for the high-risk cutpoints.

8> 102 cm (males), > 88 cm (females)

®> 90 cm (males)z 80 cm (females)

¢>87 cm (males) 82 cm (females)
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Table 3.11. Summary of Results from Logistic Regression Modiidsg Rainfall in Gestation (Part A) and the PostiBPeriod
(Part B) to Predict Measured Health Outcomes afdR&gported Chronic Conditions, Males and Femalged50+, India (2007-
2008)

Part A: Gestational Period

Measured Health Outcomes Self-Reported Chronic Conditions
High-Risk Height
Obese WC WHR SBP DBP BP <10" <25" Hypertension Diabetes Angina Stroke
151
v
Trim ()
2nd
Trim. X) | X)
3I’d ‘/ ‘/
i )| x| X

Part B: Post-Birth Period

Measured Health Outcomes Self-Reported Health Outcomes
High-Risk Height
Obese WC WHR SBP DBP BP <10" <25" Hypertension Diabetes Angina Stroke CLD
1-3
Months X X
4-6
v
Months X X X (X)
7-9
v

Months X X

Notes WC refers to waist circumference, WHR refers #istrto-hip ratio, SBP refers to systolic bloodgsuere, DBP refers to diastolic blood pressure, BP
refers to overall blood pressure, and CLD refershimnic lung disease. Height measures refer imgabelow the 18 and 28" height percentiles/”’s indicate
that higher levels of rainfall are associated witbignificant health advantage (OR<1) and X’s iathdhat higher levels of rainfall are associatét &

significant health disadvantage (OR>1) for a paktichealth outcome. Parentheses indicate thaidHs ratios are significant at p<0.10, otherwiSs and X’s
indicate that odds ratios are significant at p<QGrOfhe basic models (M1). For obesity and waistwznference, this table summarizes results frometsoasing
the standard cutpoints.
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Table 3.12. Odds Ratios from Logistic Regression Models UsingalTRainfall (m) to Predict Measured Health OutesnPart A)
and Self-Reported Chronic Conditions (Part B), Maad Females Aged 50+, India (2007-2008)

Part A: Measured Health Outcomes

Gestation Post-Birth

1% Trimester 2 Trimester % Trimester N 1-3 Months 4-6 Months 7-9 Months N
Obese (BMP30 kg/nd) Obese (BMP30 kg/nf)
M1 0.22+ 0.45 0.52 1044 M1 1.46 0.20* 0.64 1044
M5 0.25 0.44 0.55 1044 M5 1.55 0.22* 0.68 1044
Obese (BMB25 kg/m) Obese (BMB25 kg/m)
M1 0.70 1.01 0.44* 1044 M1 1.02 0.95 0.88 1044
M5 0.66 1.04 0.41* 1044 M5 1.01 1.03 0.92 1044
Obese (BMP23 kg/nf) Obese (BMP23 kg/n)
M1 1.02 1.01 0.91 1044 M1 1.19 0.98 1.04 1044
M5 1.15 1.02 0.97 1044 M5 1.23 1.11 1.05 1044
High-Risk Waist Circumferente High-Risk Waist Circumferente
M1 0.59 0.77 0.57 1044 M1 1.12 0.69 0.68 1044
M5 0.64 0.71 0.54 1044 M5 0.97 0.85 0.62 1044
High-Risk Waist Circumferene High-Risk Waist Circumferene
M1 0.44* 1.18 0.52+ 1044 M1 1.16 0.58+ 1.19 1044
M5 0.51+ 1.27 0.58 1044 M5 1.41 0.72 1.59 1044
High-Risk Waist Circumferente High-Risk Waist Circumferente
M1 0.48* 1.2 0.49* 1044 M1 1.00 0.72 1.18 1044
M5 0.51* 1.24 0.47* 1044 M5 1.05 0.92 1.42 1044
High-Risk Waist-to-Hip Ratio High-Risk Waist-to-Hip Ratio
M1 0.85 1.40 0.94 1044 M1 1.82* 0.81 2.68* 1044
M5 0.56 1.23 0.65 1044 M5 1.66 0.75 2.36+ 1044
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High-Risk Systolic Blood Pressure

High-Risk Systolic Blood Pressure

M1 1.25 1.21 0.66 1044 M1 1.20 1.55* 1.44 1044
M5 0.86 0.94 0.46* 1044 M5 1.00 1.49 1.04 1044
High-Risk Diastolic Blood Pressure High-Risk Diastolic Blood Pressure
M1 1.23 1.19 0.57+ 1044 M1 0.91 1.66* 1.33 1044
M5 0.83 1.05 0.39* 1044 M5 0.73 1.60+ 1.08 1044
High-Risk Blood Pressure High-Risk Blood Pressure
M1 1.11 1.28 0.49+ 1044 M1 0.91 1.70* 1.25 1044
M5 0.76 1.02 0.34* 1044 M5 0.77 1.68+ 0.94 1044
High-Risk Pulse Rate High-Risk Pulse Rate
M1 1.26 0.61 1.00 1044 M1 0.75 1.29 0.46+ 1044
M5 1.37 0.73 1.13 1044 M5 0.90 1.28 0.63 1044
Height,<10th Percentile Height,<10th Percentile
M1 1.38 2.18+ 1.72+ 1044 M1 1.18 1.06 1.99 1044
M5 1.12 2.82+ 1.44 1044 M5 0.94 0.86 1.89 1044
Height,<25th Percentile Height,<25th Percentile
M1 1.70 1.69+ 1.75* 1044 M1 1.70* 1.16 2.01* 1044
M5 1.43 2.04* 1.55 1044 M5 1.61 1.00 2.19* 1044
Part B: Self-Reported Chronic Conditions
Gestation Post-Birth

1st Trimester 2nd Trimester 3rd Trimester N 1-3 Months 4-6 Months 7-9 Months N
Hypertension Hypertension
M1 1.07 1.54 0.68 1044 M1 0.98 1.17 1.60 1044
M5 0.54 1.12 0.37* 1044 M5 0.59 0.92 0.82 1044

178




Diabetes Diabetes

M1 0.61 0.90 0.89 1044 M1 1.32 0.77 0.93 1044
M5 0.28* 0.68 0.52 1044 M5 0.77 0.57 0.49 1044
Angina Angina

M1 0.58 0.51 0.69 1044 M1 0.59 0.59 0.24* 1044
M5 0.87 0.74 0.80 1044 M5 0.43 0.74 0.27+ 1044
Stroke Stroke

M1 1.23 1.96 0.18 1044 M1 0.60 2.28+ 1.62 1044
M5 0.37 1.66 0.03+ 1044 M5 0.42 2.00 1.10 1044
Chronic Lung Disease Chronic Lung Disease

M1 0.50 0.50 0.05+ 1044 M1 0.77 1.54 0.45 1044
M5 0.43 0.46 0.05* 1044 M5 1.00 1.77 0.73 1044
Arthritis Arthritis

M1 1.71 0.54* 1.64 1044 M1 1.71+ 1.14 0.94 1044
M5 1.00 0.55+ 1.31 1044 M5 1.45 0.80 0.85 1044
Asthma Asthma

M1 0.25* 2.10 0.16* 1044 M1 0.60 0.55 1.41 1044
M5 0.31+ 2.97+ 0.19+ 1044 M5 0.85 0.75 2.78 1044

+p <0.10, *p < 0.05, * p < 0.01, *** p < 0.001

Notes Model 1 includes controls for age and sex. Mddatlds controls for region, father’s educatiorhdat occupation, and respondent’s education. See
Table 3.3 for the high-risk cutpoints. Models are based sample of non-movers who are not missing infornmatio rainfall and temperature around the
time of birth.

8> 102 cm (males), > 88 cm (females)

®>90 cm (males): 80 cm (females)

¢> 87 cm (malesy 82 cm (females)
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Table 3.13. Summary of Results from Logistic Regression Modiisg Average Minimum Temperature in Gestation {Raand
the Post-Birth Period (Part B) to Predict Measutedlth Outcomes and Self-Reported Chronic Conditidales and Females Aged
50+, India (2007-2008)

Part A: Gestational Period

Measured Health Outcomes Self-Reported Chronic Conditions
High-Risk Height
Obese WC WHR SBP DBP BP <10" <25" Hypertension Diabetes Angina Stroke
ST
r X X | x| X X X
Trim
2nd
Trim (X)
3I’d
Trim (X) X X

Part B: Post-Birth Period

Measured Health Outcomes Self-Reported Health Outcomes
High-Risk Height
Obese WC WHR SBP DBP BP <10" <25" Hypertension Diabetes Angina Stroke CLD
1-3
v
Months X) xX) | )
4-6
Months X)X X
7-9
v
Months X X (X)

Notes WC refers to waist circumference, WHR refers #istrto-hip ratio, SBP refers to systolic bloodgsuere, DBP refers to diastolic blood pressure, BP
refers to overall blood pressure, and CLD refershimnic lung disease. Height measures refer imgabelow the 18 and 28" height percentiles/”’s indicate
that higher temperatures are associated with afisigm health advantage (OR<1) and X's indicat thigher temperatures are associated with a ggnif

health disadvantage (OR>1) for a particular healtitome. Parentheses indicate that the odds @rosignificant at p<0.10, otherwig€'s and X’s indicate
that odds ratios are significant at p<0.05 in tasibmodels (M1). For obesity and waist circumfeegrthis table summarizes results from models ufiag
standard cutpoints.
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Table 3.14. Odds Ratios from Logistic Regression Models Ugingrage Minimum Temperature (°Celsius) to Pretflebsured
Health Outcomes (Part A) and Self-Reported Chr@Qanditions (Part B), Males and Females Aged 50dial{2007-2008)

Part A: Measured Health Outcomes
Gestation Post-Birth

1% Trimester 2" Trimester 3 Trimester N 1-3 Months 4-6 Months 7-9 Months N
Obese (BMB30 kg/m) Obese (BMB30 kg/m)
M1 1.00 0.94 1.05 1044 M1 0.96 0.96 0.92 1044
M5 1.10 0.94 1.12 1044 M5 0.96 0.98 0.92 1044
Obese (BMP25 kg/nf) Obese (BMB25 kg/nd)
M1 1.06 0.99 1.06 1044 M1 1.01 1.01 1.01 1044
M5 1.06 0.99 1.05 1044 M5 1.00 1.02 1.00 1044
Obese (BMP23 kg/m) Obese (BMBP23 kg/m)
M1 1.04 0.99 1.05 1044 M1 1.02 1.00 1.02 1044
M5 1.02 0.99 1.02 1044 M5 1.02 1.00 1.02 1044
High-Risk Waist Circumferente High-Risk Waist Circumferente
M1 1.03 0.98 1.07 1044 M1 0.93 0.99 0.93 1044
M5 1.06 0.97 1.09 1044 M5 0.90 0.98 0.90 1044
High-Risk Waist Circumferene High-Risk Waist Circumferene
M1 1.00 1.00 1.01 1044 M1 0.97 0.99 0.98 1044
M5 1.04 1.00 1.05 1044 M5 1.01 1.00 1.02 1044
High-Risk Waist Circumferente High-Risk Waist Circumferente
M1 1.02 0.98 1.01 1044 M1 0.95 1.01 0.95 1044
M5 1.07 0.99 1.05 1044 M5 0.98 1.01 0.97 1044
High-Risk Waist-to-Hip Ratio High-Risk Waist-to-Hip Ratio
M1 1.07 1.00 1.04 1044 M1 1.01 1.03 1.01 1044
M5 1.04 0.99 1.02 1044 M5 0.99 1.03 0.98 1044
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High-Risk Systolic Blood Pressure High-Risk Systolic Blood Pressure
M1 1.10** 0.97 1.07+ 1044 M1 1.04 1.04* 1.00 1044
M5 1.05 0.96+ 1.02 1044 M5 1.02 1.03 0.98 1044
High-Risk Diastolic Blood Pressure High-Risk Diastolic Blood Pressure
M1 1.06 0.97 1.02 1044 M1 1.02 1.04+ 1.00 1044
M5 1.00 0.97 0.96 1044 M5 1.00 1.03 0.98 1044
High-Risk Blood Pressure High-Risk Blood Pressure
M1 1.07* 0.96+ 1.03 1044 M1 1.02 1.05* 0.98 1044
M5 1.03 0.96+ 0.99 1044 M5 1.00 1.04* 0.96 1044
High-Risk Pulse Rate High-Risk Pulse Rate
M1 1.01 0.94+ 0.98 1044 M1 0.98 1.03 0.93 1044
M5 1.02 0.95 0.98 1044 M5 0.99 1.03 0.95 1044
Height,<10" Percentile Height,<10" Percentile
M1 1.16* 1.06 1.18* 1044 M1 1.09 1.01 1.14% 1044
M5 1.15+ 1.07+ 1.15* 1044 M5 1.07 1.02 1.13* 1044
Height,<25" Percentile Height,<25" Percentile
M1 1.12** 1.03 1.12* 1044 M1 1.08+ 1.01 1.11% 1044
M5 1.08 1.04 1.07 1044 M5 1.07 1.02 1.11% 1044
Part B: Self-Reported Chronic Conditions
Gestation Post-Birth

1% Trimester 2" Trimester 3 Trimester N 1-3 Months 4-6 Months 7-9 Months N
Hypertension Hypertension
M1 1.08* 1.00 1.06 1044 M1 1.01 1.03 1.01 1044
M5 1.00 0.99 0.98 1044 M5 0.94 1.01 0.95 1044
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Diabetes Diabetes

M1 1.05 0.98 1.07 1044 M1 1.05 0.99 1.02 1044
M5 0.92 0.95 0.96 1044 M5 0.98 0.95 0.95 1044
Angina Angina

M1 1.03 1.01 1.07 1044 M1 0.94 0.97 0.95 1044
M5 1.01 1.03 1.02 1044 M5 0.94 0.98 0.97 1044
Stroke Stroke

M1 1.32* 1.00 1.12 1044 M1 1.23+ 1.16** 1.20+ 1044
M5 1.24+ 1.00 1.01 1044 M5 1.20 1.20** 1.18 1044
Chronic Lung Disease Chronic Lung Disease

M1 0.99 0.90+ 0.94 1044 M1 0.90+ 1.04 0.83* 1044
M5 1.02 0.89+ 0.98 1044 M5 0.90 1.03 0.82* 1044
Arthritis Arthritis

M1 1.04 0.99 1.06 1044 M1 1.07 1.00 1.04 1044
M5 0.99 0.98 1.01 1044 M5 1.03 0.99 1.01 1044
Asthma Asthma

M1 1.00 0.98 0.97 1044 M1 0.94 1.02 0.95 1044
M5 1.07 0.99 1.03 1044 M5 0.99 1.04 1.00 1044

+p <0.10, *p <0.05, * p <0.01, **p <0.001
&> 102 cm (males), > 88 cm (females)

®> 90 cm (males)z 80 cm (females)

¢>87 cm (males) 82 cm (females)

Notes Model 1 includes controls for age and sex. 5 atate, father’s education, father’s occupation, Espondent’s education. Seable 3.3 for the
high-risk cutpoints. Models are based on a samipt®we-movers who are not missing information omfai and temperature around the time of birth.
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Figures

Figure 3.1. Weekly Cholera Deaths, India, 1¢-1935

Figure 3.2. Reported Plague Deaths, Northern 1*¢, 1923-1935
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and Kashmir
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Figure 3.3. Reported Smallpox Cases, India, 1930-1935
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Figure 3.4. Monthly Rainfall (m), Jaipur, Rajasthan, 1907-195
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Figure 3.5. Monthly Rainfall (m), North 24 Parganas, 1907-195
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Figure 3.6. Monthly Minimum Temperature (°Celsius), Jaipuajésthan, 1907-1957
35

—1910
@ 30 1915
‘D
T ——1920
< 25 —1925
% 20 ——1930
o ——1935
lG_E) 15 1940
g e 1945
g 10 1950
b= : ——1955
- Average,
1907-1957
O T T T T T T T T T T T 1

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Month
Source India Water Portal (2012).

186



Figure 3.7. Monthly Minimum Temperature (°Celsius), North Rdrganas, 1907-1957
30

—1910
T 25 1915
2 1920
2(.), 20 1925
% ——1930
g 15 1935
= 1940
E 10 1945
é 1950
'§ S 1955
- Average,
0 I I I 1907-1957

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month
Source India Water Portal (2012).

187



Appendix
Chapter 1

Table Al.1. Comparison of Population Attributable Fractio®g from Indirect
Estimation and Cox Regression Models, Black andt®\Miales and Females Aged 50+
(Indirect Estimation) and Aged 50-84 at Baseline€Et Estimation)

Males
Difference
Blacks Whites  (B-W)
Indirect Estimation (2001) 26.64 21.76 4.89

Direct Estimation (1997-2006)
e 8-category smoking status (non-Hispanics) 33.08 29.43 3.65
e 8-category smoking status (including Hisparlics)32.32  28.90 3.42
e 3-category smoking status (non-Hispariics) 31.16 29.08 2.08

Females
Difference
Blacks Whites  (B-W)
Indirect Estimation (2001) 13.31 15.35 -2.04

Direct Estimation (1997-2006)
e 8-category smoking status (non-Hispanics) 2241 23.62 -1.22
e 8-category smoking status (including Hispanics)22.00 22.85 -0.85
e 3-category smoking status (non-Hisparfics) 21.48 23.42 -1.94

" Categories: never smoker, former smoker quit 3&ary ago, former smoker quit 20-29 years ago, forme
smoker quit 10-19 years ago, former smoker quitye&s ago, former smoker quit 0-4 years ago, ourre
smoker <1 pack per day, current smoker 1+packsl@er

* Categories: never smoker, former smoker, curneker
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Table Al.2. Final Sample Sizes and Number of Deaths, Natibealth Interview
Survey, Respondents Aged 50-84 at Baseline, 1993-20

Total Whites Blacks

Non-Hispanic Males

Sample size 27,164 23,701 3,463

Number of deaths 4,831 4,082 749
Males, including Hispanics

Sample size 29,922 26,411 3,511

Number of deaths 5,215 4,456 759

Non-Hispanic Females

Sample size 36,646 31,156 5,490

Number of deaths 5,046 4,228 818
Females, including Hispanics

Sample size 40,528 34,966 5,562

Number of deaths 5,427 4,603 824
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Chapter 2

Table A2.1. Life Expectancy at Birth, Difference with Unit&fates, and Ranking for
Males and Females in 17 High-Income Countries, Z0IEB

Males Females
Difference Difference

Country Year e0 with U.S. Rank e0 withU.S. Rank
Switzerland 2007 79.33 3.69 1 84.09 3.31 4
Japan 2008 79.31 3.67 2 86.04 5.26 1
Australia 2006 79.17 3.53 3 83.79 3.01 6
Sweden 2008 79.09 3.45 4 83.12 2.34 7
Italy 2007 78.82 3.18 5 84.09 3.31 4
Canada 2007 78.35 2.71 6 82.95 2.17 11
Norway 2008 78.34 2.70 7 82.97 2.19 9
Netherlands 200878.32 2.68 8 82.28 15 13
Spain 2008 78.03 2.39 9 84.2 3.42 3
United Kingdom 2008 77.63 1.99 10 81.74 0.96 15
Austria 2008 77.62 1.98 11 82.97 2.19 9
France 2008 77.62 1.98 11 84.39 3.61 2
Germany 2006 76.93 1.29 13 82.27 1.49 14
Finland 2008 76.32 0.68 14 83.01 2.23 8
Portugal 2008 76.18 0.54 15 82.36 1.58 12
Denmark 2006 75.91 0.27 16 80.52 -0.26 17
United States 200775.64 17 80.78 16
Non-U.S. Average 77.94 2.30 83.17 2.39

Source Human Mortality Database (2012)
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Table A2.2. Cause of Death Categories and Corresponding ICDddes’

Category |CD-10 Codes Sour ce
1. Communicable and nutritional conditionsl. A0O0-B99, D50-D53, D64.9, E00-E02, E40-E46, E50, 64, G00-G04,
a. HIvV H65-H66, JO00-J06, J10-J18, J20-J22, N70-N73
b. All other communicable and nutritional a. B20-B24 GBD
conditions, b. A00-B99 (excluding B20-B24), D50-D53, D64.9, EOOZ-&40-E46,
excluding HIV/AIDS E50, E51-E64, GO0-G04, H65-H66, J00-J06, J10-AB,J22, N70-
N73
2. Noncommunicable diseases 2. C00-C97, D00-D48, D55-D64 (minus D64.9), D65-D8O3H07, E10-

E16, E20-E34, E65-E88, FO1-F99, G06-G98, HOO-HEA§-H93, 100-
199, J30-J98, KO0-K14, K20-K92, NOO-N64, N75-N9&0-1L98, MOO-

M99, Q00-Q99
a. Malignant neoplasms a. C00-C97
i. Lung cancer i. C33-C34
ii. All other cancers, il. CO0-C97 (excluding C33-C34)
excluding lung cancer
b. Other neoplasms b. DO0-D48 GBD
c. Diabetes mellitus c. E10-E14
d. Endocrine disorders d. D55-D64 (minus D64.9), D65-D89, E03-E07, E15-E1B0HE34,
E65-E88
e. Neuropsychiatric disorders e. FO1-F99, G06-G98
f. Sense organ diseases f. HOO-H61, H68-H93
g. Cardiovascular disease g. 100-199
h. Respiratory diseases h. J30-J98
I. Digestive diseases I. K20-K92
j. Genitourinary diseases j. NOO-N64, N75-N98

*” GBD indicates that cause-of-death groupings ageifipd per the Global Burden of Disease Study eotiens, NVSR indicates that cause-of-death graymin
are specified following the conventions of the UN&tional Vital Statistics Reports.
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3.

4.

5.

6.

k. Skin diseases

|. Musculoskeletal diseases
m.Congenital anomalies

n. Oral conditions

Maternal conditions
Perinatal conditions
Unintentional injuries
a. Transport injuries

b. Nontransport injuries
Intentional injuries

a. Suicide
b. Homicide

. Drug-related causé&s

k. LOO-L98

|. MOO-M99
m.Q00-Q99
n. KOO-K14

3. 000-099 GBD

4. P00-P96 GBD
5. V01-X59,Y85-Y86
a. V01-v99,Y85 NVSR
b. W00-X59,Y86

6. X60-Y09, Y87.0-Y87.1
a. X60-X84,Y87.0 NVSR
b. X85-Y09, Y87.1

7.D52.1, D59.0, D59.2, D61.1, D64.2, E06.4, E16.(B.BE2E24.2, E24.4,
E27.3, E66.1, F10, F11.0-F11.5, F11.7-F11.9, FE2®5, F12.7-F12.9,
F13.0-F13.5, F13.7-F13.9, F14.0-F14.5, F14.7-F1419,0-F15.5,
F15.7-F15.9, F16.0-F16.5, F16.7-F16.9, F17.0, FELA5, F17.7-F17.9, NVSR
F18.0-F18.5,F18.7-F18.9, F19.0-F19.5, F19.7-F18A4,.1, G24.0,
G25.1, G25.4, G25.6, G31.2, G44.4, G62.0, G62.2.GBG72.1, 142.6,
195.2, J70.2-370.4, K29.2, K70, K85.2, K85.3, K8&.00.5, L27.0-
L27.1, M10.2, M32.0, M80.4, M81.4, M83.5, M87.1,R3, R78.0,
R78.1-R78.5, X40-X44, X45, X60-X64, X65, X85, Y1(Qt¥, Y15

8 Composed of the “drug-induced causes” and “alcadiiced causes” categories from the NVSR.
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Table A2.3. Percentage Contribution of Causes of Death t®ifference in Years of Life Lost Between the UaBd 15 OECD
Countries, Males, 2006-20%8

Communicable Noncommunicable Unintentional
Diseases Intentional Injuries Diseases Injuries
All All Perinatal
Country HIV  other Suicide Homicide CvD other Transport Nontransport conditions  Residual
Australia 3 3 4 23 9 14 15 11 11 7
Austria 3 3 4 21 11 -1 17 18 13 12
Canada 3 2 1 20 12 15 16 20 4 7
Denmark 3 3 7 21 10 2 20 14 10 10
Finland 4 3 -16 24 8 12 24 3 25 14
France 2 2 0 22 9 11 17 18 16 1
Germany 2 2 6 19 6 10 17 21 12 4
Italy 1 2 11 16 7 13 9 17 12 11
Japan 2 1 -7 16 4 15 21 17 20 9
Netherlands 2 2 7 15 7 11 20 19 9 8
Norway 3 4 1 19 11 16 18 8 16 4
Portugal -6 0 14 23 11 7 19 28 17 -12
Spain 1 1 10 18 7 9 16 15 12 10
Sweden 2 2 2 15 8 16 19 13 17 5
United 3 0 8 25 6 -3 26 17 8 9
Kingdom
Mean 2 2 4 19 8 10 18 16 13 7

“9 Contributions sum to 100% across the rows ofttite. The mean row corresponds to the data pebémEigure 2.9.
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Table A2.4. Percentage Contribution of Causes of Death to ifferBnce in Years of Life Lost Between the U.Sdd® OECD
Countries, Females, 2006-2668

Communicable Intentional Noncommunicable Unintentional
Diseases Injuries Diseases Injuries
All All Non- Perinatal Maternal
Country HIV  other Suicide  Homicide CVD other Transport transport conditions conditions Residual
Australia 4 4 1 9 9 23 17 11 14 2 6
Austria 2 3 1 7 9 17 14 15 16 13
Canada 3 4 -4 9 14 26 15 17 3 2 11
Denmark 2 3 0 7 11 16 14 15 16 14
Finland 3 4 -9 4 9 23 16 8 27 1 14
France 3 4 -1 8 9 22 17 14 20 4
Germany 2 3 2 7 6 21 16 16 17 1 9
Italy 2 4 4 7 8 20 13 14 15 12
Japan 3 1 -12 7 7 23 19 12 30 1 9
Netherlands 2 3 1 7 7 14 19 17 17 12
Norway 2 5 -5 7 9 22 16 10 22 1 10
Portugal -2 3 5 8 10 19 15 19 22 1
Spain 1 3 4 7 9 18 15 14 18 1 11
Sweden 2 2 -4 6 10 25 17 13 23 4
United 3 -1 3 11 9 6 24 16 13 2 13
Kingdom
M ean 2 3 -1 7 9 20 16 14 19 1 9

%0 Contributions sum to 100% across the rows ofttiée. The mean row corresponds to the data pebémEigure 2.10.
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Chapter 3

Table A3.1. Summary Statistics, Distribution (%) or Mean (SHgles and Females
Aged 50+, South Africa (2007-2008) and Ghana (2P0U8) SAGE Wave 1

South Africa Ghana
Males Females Total Males Females Total
568 763 1,331 581 257 838
(40%)  (60%) (69%) (31%)
Sociodemogr aphic Characteristics Sociodemogr aphic Characteristics
Season of Birth Season of Birth
Summer 255 224 23.7 Winter 24.6 23.6 24.3
Autumn 22.3 23.7 231 Spring 24.9 29.0 26.2
Winter 28.4 28.3 28.4 Summer 28.2 26.6 27.7
Spring 23.8 25.6 24.8 Autumn 22.3 20.8 21.9
Age Group Age Group
50-54 29.6 334 31.8 50-54 26.7 325 28.5
55-59 24.3 16.5 19.6 55-59 25.7 30.5 27.2
60-64 17.5 15.0 16.0 60-64 16.4 14.1 15.7
65-69 14.3 14.9 14.7 65-69 13.9 10.0 12.7
70-74 6.1 111 9.0 70-74 9.1 5.7 8.1
75-79 3.6 6.4 5.3 75-79 5.9 3.3 5.1
80-84 2.8 1.4 2.0 80-84 1.9 2.8 2.2
85+ 1.9 1.3 15 85+ 0.5 1.2 0.7
Ethnic Background
African/Black 69.8 67.2 68.2
White 13.3 13.7 135
Coloured 12.6 145 13.8
Other 4.3 4.6 4.5
Religion Religion
Christianity 86.7 90.9 89.2 Christianity 89.9 95.9 91.7
Other 13.3 9.1 10.8 Islam 4.4 2.9 3.9
Other 5.8 1.2 4.4
Province Region
Eastern 13.0 11.6 12.1 Ashanti 23.7 14.4 .820
Free State 8.2 7.6 7.8 Brong-Ahafo 7.4 6.6 7.1
Gauteng 31.9 27.4 29.2 Central 7.2 7.9 7.4
KwaZulu-Natal 11.8 18.0 155 Eastern 154 131 141
Limpopo 6.4 5.2 5.7 Greater Accra 22.5 38.3 27.3
Mpumalanga 7.3 6.6 6.9 Northern 0.7 0.0 0.5
North-West 8.3 8.3 8.3 Upper East 0.8 00 60
Northern Cape 2.9 2.9 2.9 Upper West 0.5 3 0. 05
Western Cape 10.3 12.4 11.6 Volta 11.8 14.512.6
Western 10.1 6.7 9.1
Education Education
Less than Less than
primary 29.1 31.2 30.4 primary 5.9 13.2 8.1
Primary 26.6 29.3 28.2 Primary 19.1 27.1 215
Secondary 18.6 215 20.3 Secondary 135 .8 8 12.0
High school + 25.6 18.1 21.1 High school 448  39.5 45.6
College + 13.2 115 12.7
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Father's Education Father's Education
No formal No formal
education 38.4 37.0 37.5 education 71.9 49.6 65.1
Less than Less than
primary 24.3 21.8 22.8 primary 8.4 7.3 8.0
Primary 19.6 195 19.5 Primary 4.8 116 96
Secondary + 17.6 21.8 20.1 Secondary 30 0 4 33
High School + 11.9 27.6 16.7
Father’'s Occupation Father’'s Occupation
Non-agricultural 78.8 79.1 79.0 Non-agriatél 30.6 51.0 36.9
Agricultural 21.2 20.9 21.0 Agricultural 69.4 49.0 63.1
M easured Health Outcomes M easured Health Outcomes
Body Mass Index Body Mass Index
Underweight 4.3 1.9 2.8 Underweight 13.3 5.0 10.7
Normal 28.8 17.1 21.9 Normal 57.1 35.0 50.3
Overweight 29.2 30.2 29.8 Overweight 209 9.02 23.4
Obese | 249 22.9 23.7 Obese | 6.5 12.7 8.4
Obese I/l 12.8 27.9 21.8 Obese /1 22. 18.3 7.1
High-Risk Waist Circumference High-Risk Waist Circumference
Normal 75.1 34.5 50.9 Normal 91.8 40.0 75.9
High-risk 24.9 65.6 49.1 High-risk 8.2 60.0 24.1
High-Risk Hip-to-Waist Ratio High-Risk Hip-to-Waist Ratio
Normal 40.3 25.6 31.6 Normal 34.1 13.6 27.8
High-risk 59.7 74.4 68.5 High-risk 65.9 86. 722
High-Risk Systolic Blood Pressure High-Risk Systolic Blood Pressure
Normal 38.3 31.3 34.2 Normal 55.5 48.8 53.5
High-risk 61.7 68.7 65.9 High-risk 445 31. 46.6
High-Risk Diastolic Blood Pressure High-Risk Diastolic Blood Pressure
Normal 30.1 23.6 26.3 Normal 42.2 40.7 41.8
High-risk 69.9 76.4 73.8 High-risk 57.8 39. 58.2
High-Risk Blood Pressure High-Risk Blood Pressure
Normal 44.4 36.1 39.5 Normal 57.4 53.3 56.1
High-risk 55.6 63.9 60.5 High-risk 42.7 46. 439
High-Risk Pulse Rate High-Risk Pulse Rate
Normal 85.7 83.9 84.7 Normal 87.6 91.8 88.9
High-risk 14.3 16.1 154 High-risk 12.4 8.2 11.1
Height Height
Mean (SE) 1.646 1578 1.605 Mean (SE) 1.671 1592 1.647
(0.007) (0.007) (0.006) (0.004) (0.006) (0.004)
<10" percentile <10" percentile
No 95,5 94.1 94.6 No 94.5 95.6 94.9
Yes 4.5 5.9 5.4 Yes 55 4.4 51
<25" percentile <25" percentile
No 82.3 75.5 78.3 No 81.6 83.7 82.2
Yes 17.7 24.5 21.7 Yes 184 16.3 17.8
Chronic Conditions Chronic Conditions
Hypertension Hypertension
No 72.0 65.2 68.0 No 82.7 67.8 78.1
Yes 28.0 34.8 32.1 Yes 17.3 32.2 21.9
Diabetes Diabetes
No 92.6 86.9 89.2 No 94.7 93.0 94.2
Yes 7.4 13.1 10.8 Yes 5.3 7.0 5.8
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Angina

No 96.0

Yes 4.0
Stroke

No 96.3

Yes 3.7
Chronic Lung Disease

No 98.4

Yes 1.7
Arthritis

No 83.9

Yes 16.1
Asthma

No 94.4

Yes 5.6

95.0
5.0

96.5
3.5

96.5
3.5

72.9
27.1

96.3
3.7

95.4
4.6

96.4
3.6

97.3
2.7

77.3
22.7

95.5
4.5

Angina
No 98.2
Yes 1.8
Stroke
No 97.2
Yes 2.8
Chronic Lung Disease
No 99.4
Yes 0.6
Arthritis
No 89.3
Yes 10.8
Asthma
No 96.2
Yes 3.8

95.6
4.4

98.2
1.8

100.0
0.0

82.4
17.6

96.8
3.2

97.4
2.6

97.5
2.5

99.6
0.4

87.2
12.9

96.4
3.6
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Table A3.2. Summary Statistics, Distribution (%) or Mean (SHales and Females
Aged 50+, Russia (2007-2010) and Mexico (2009-2@EAGE Wave 1

Russia M exico
Males Females Total Males Females Total
765 1,495 2,260 397 540 937
(42%) (58%) (50%) (50%)
Sociodemographic Characteristics Sociodemographic Characteristics
Season of Birth Season of Birth
Summer 28.9 26.9 27.7 Summer 13.1 20.7 16.9
Autumn 25.2 21.8 23.2 Autumn 28.9 22.5 25.8
Winter 17.1 255 22.0 Winter 19.1 21.6 20.3
Spring 28.9 25.7 27.1 Spring 38.9 35.2 37.1
Age Group Age Group
50-54 22.4 26.5 24.8 50-54 31.6 17.8 24.7
55-59 25.7 21.2 23.1 55-59 29.9 30.3 30.1
60-64 16.0 12.0 13.6 60-64 12.6 15.8 14.2
65-69 17.6 115 141 65-69 9.2 12.0 10.6
70-74 9.3 10.9 10.2 70-74 5.1 6.9 6.0
75-79 4.9 11.3 8.6 75-79 6.9 12.4 9.6
80-84 1.7 3.8 29 80-84 1.7 4.0 2.8
85+ 2.5 2.8 2.7 85+ 2.9 0.9 1.9
Religion Religion
None 27.9 13.2 19.3 Catholic 95.0 95.3 95.1
Christianity 68.2 80.6 75.4 Other 5.1 4.7 4.9
Islam 3.4 5.4 4.6
Other 0.6 0.8 0.7
Federal District Region
Central 30.6 27.8 29.0 Center-North 11.2 75 84
Far Eastern 7.3 51 6.0 Center-South 342 752 309
North Caucasian 4.1 4.5 4.3 East 3.3 58 6 4.
Northwestern 23.8 20.9 22.1 Northeast 9.0 731 131
Siberian 5.8 7.3 6.7 Northwest 20.1 16.9 .518
Southern 21 2.4 2.3 Southeast 6.2 3.2 4.7
Ural 5.7 6.7 6.3 Southwest 10.8 8.4 9.6
Volga 20.6 25.4 23.4 West 5.3 15.2 10.2
Education Education
Primary or less 4.9 7.1 6.2 Less than
Secondary 10.3 14.6 12.8 primary 35.3 42.5 38.9
High school 61.3 59.6 60.3 Primary 34.3 428 31.3
College + 235 18.7 20.7 Secondary 108 417 141
High school 3.3 4.9 4.1
College + 16.4 6.8 11.6
Father's Education Father's Education
No formal No formal
education 9.8 10.8 10.4 education 42.7 42.2 425
Less than Less than
primary 9.5 11.0 10.4 primary 26.9 32.7 29.8
Primary 21.2 18.4 19.6 Primary 14.7 16.0 15.3
Secondary 17.6 18.8 18.3 Secondary + 15.7 9.1 12.4
High school 31.5 30.2 30.7
College + 10.4 10.8 10.6
Father’s Occupation Father’s Occupation
Non-agricultural 95.8 94.8 95.2 Non-agriatél 75.6 71.2 73.4
Agricultural 4.2 5.2 4.8 Agricultural 244 2838 26.6
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M easur ed Health Outcomes
Body Mass Index

Underweight 1.5 1.3
Normal 28.3 21.3
Overweight 43.2 37.7
Obese | 23.0 24.1
Obese I/l 3.9 15.8
High-Risk Waist Circumference
Normal 76.3 41.9
High-risk 23.7 58.1
High-Risk Hip-to-Waist Ratio
Normal 33.8 43.3
High-risk 66.3 56.7

High-Risk Systolic Blood Pressure
Normal 51.1 39.3
High-risk 48.9 60.7

High-Risk Diastolic Blood Pressure

Normal 46.7 40.9
High-risk 53.3 59.1
High-Risk Blood Pressure
Normal 58.7 44.9
High-risk 41.3 55.1
High-Risk Pulse Rate
Normal 91.5 91.4
High-risk 8.5 8.6
Height
Mean (SE) 1.717 1.597
(0.006) (0.005)
<10" percentile
No 93.2 91.0
Yes 6.8 9.0
<25" percentile
No 72.8 74.6
Yes 27.2 25.4
Chronic Conditions
Hypertension
No 57.2 42.4
Yes 42.8 57.6
Diabetes
No 94.9 91.5
Yes 5.1 8.5
Angina
No 67.3 67.2
Yes 32.7 32.9
Stroke
No 92.6 96.4
Yes 7.4 3.6
Chronic Lung Disease
No 84.6 86.3
Yes 154 13.7
Arthritis
No 79.7 72.1
Yes 20.3 27.9
Asthma
No 97.2 92.9
Yes 2.8 7.1

14
24.2
40.0

23.6
10.8

56.4
43.6

39.3
60.7

44.3
55.7

43.3
56.7

50.7
49.3

91.4
8.6

1.648
(0.004)

91.9
8.1

73.8
26.2
48.6
51.4

93.0
7.0

67.2
32.8

94.8
5.2

85.6
14.4

75.3
24.7

94.7
5.3

M easur ed Health Outcomes
Body Mass Index

Underweight 0.0 0.8 04
Normal 18.6 25.0 21.8
Overweight 541 034 473
Obese | 24.8 252 025
Obese /1 2.5 8.6 55
High-Risk Waist Circumference
Normal 61.0 39.1 50.1
High-risk 39.0 ®0. 49.9
High-Risk Hip-to-Waist Ratio
Normal 3.6 27.9 15.7
High-risk 96.4 r2. 84.3
High-Risk Systolic Blood Pressure
Normal 51.5 40.5 46.0
High-risk 48.5 59. 54.0
High-Risk Diastolic Blood Pressure
Normal 72.5 62.8 67.6
High-risk 27.6 37. 324
High-Risk Blood Pressure
Normal 72.7 65.7 69.2
High-risk 27.3 34. 30.8
High-Risk Pulse Rate
Normal 91.3 95.1 93.2
High-risk 8.7 4.9 6.8
Height
Mean (SE) 1.650 1.511 1.581
(0.010) (0.007) (0.010)
<10" percentile
No 93.4 94.8 94.1
Yes 6.6 5.2 5.9
<25" percentile
No 82.8 88.6 85.7
Yes 17.2 114 14.3
Chronic Conditions
Hypertension
No 77.5 63.5 70.5
Yes 22.5 36.5 29.5
Diabetes
No 81.4 81.2 81.3
Yes 18.6 18.8 18.7
Angina
No 97.4 95.4 96.4
Yes 2.6 4.7 3.6
Stroke
No 96.0 95.2 95.6
Yes 4.0 4.8 4.4
Chronic Lung Disease
No 97.5 96.9 97.2
Yes 25 3.1 2.8
Arthritis
No 97.6 88.1 92.9
Yes 2.4 11.9 7.1
Asthma
No 98.9 98.8 98.9
Yes 1.1 1.2 1.1
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Table A3.3. Summary Statistics, Distribution (%) or Mean (SHales and Females
Aged 50+, China (2007-2010)

China
Males Females Total
3,202 2,773 5,975
(57%) (44%)

Sociodemographic Characteristics
Season of Birth

Winter 24.5 25.7 25.0
Spring 23.8 21.4 22.7
Summer 25.3 25.8 25.5
Autumn 26.4 27.2 26.7
Age Group
50-54 26.6 29.4 27.8
55-59 26.5 27.7 27.0
60-64 18.7 19.3 18.9
65-69 13.8 12.7 13.3
70-74 7.8 7.2 7.6
75-79 4.5 2.8 3.8
80-84 1.7 0.8 1.3
85+ 0.4 0.2 0.3
Religion
None 96.9 91.5 94.6
Buddhism or Chinese Traditional 2.4 5.7 3.9
All other 0.6 2.8 1.6
Province
Guangdong 21.1 16.4 19.0
Hubei 14.6 15.4 14.9
Jilin 2.7 3.1 29
Shaanxi 11.4 8.2 10.0
Shandong 27.8 32.6 29.9
Shanghai 4.9 5.4 5.1
Yunnan 8.8 9.7 9.2
Zhejiang 8.8 9.3 9.0
Education
Less than primary 22.2 29.5 25.4
Primary 28.9 25.3 27.4
Secondary 26.8 25.2 26.1
High school + 22.0 19.9 21.1
Father's Education
No formal education 60.4 56.5 58.7
Less than primary 17.0 15.2 16.2
Primary 10.3 13.3 11.6
Secondary 6.1 7.8 6.8
High school + 6.2 7.2 6.6
Father’s Occupation
Non-agricultural 27.7 32.4 29.7
Agricultural 72.3 67.7 70.3

M easur ed Health Outcomes
Body Mass Index

Underweight 3.5 2.7 3.1
Normal 65.0 55.1 60.7
Overweight 27.5 335 30.1
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Obese | 29
Obese I/ 1.2
High-Risk Waist Circumference
Normal 96.9
High-risk 3.1
High-Risk Hip-to-Waist Ratio
Normal 53.7
High-risk 46.3
High-Risk Systolic Blood Pressure
Normal a47.7
High-risk 52.3
High-Risk Diastolic Blood Pressure
Normal 58.8
High-risk 41.2
High-Risk Blood Pressure
Normal 65.3
High-risk 34.7
High-Risk Pulse Rate
Normal 89.2
High-risk 10.8
Height
Mean (SE) 1.649
(0.002)
<10" percentile
No 92.3
Yes 7.8
<25" percentile
No 79.3
Yes 20.7
Chronic Conditions
Hypertension
No 77.7
Yes 22.3
Diabetes
No 95.0
Yes 5.0
Angina
No 94.6
Yes 54
Stroke
No 96.8
Yes 3.2
Chronic Lung Disease
No 90.7
Yes 9.3
Arthritis
No 81.8
Yes 18.2
Asthma
No 98.2
Yes 1.8

7.4 4.8

1.3 1.2
628 821
372 179
351 456
64.9  54.4
449 465
551 535
61.7  60.1
383 399
657 655
343 345
90.8  89.9

9.2 101

1.556 1.609
(0.002) (0.002)

945  93.2

5.5 6.8
834 811
16.6  18.9
724 754
276 246
929 941

7.1 6.0
90.8 929

9.2 7.1
98.0  97.3

2.0 2.7
947 924

5.3 7.6
737 783
263 217
98.7  98.4

1.3 1.6
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Table A3.4. Summary Statistics, Distribution (%) or Mean (SHales and Females
Aged 50+, India (2007-2008) SAGE Wave 1

Season of Birth Sample Climate Conditions Sample
Males Females Total Males Females Total
1,071 305 1,376 854 190 1,044
(84%)  (16%) (87%) (13%)

Sociodemogr aphic Characteristics
Season of Birth

Winter 19.6 195 19.6 19.9 19.0 19.8
Summer 23.3 31.0 24.6 22.9 32.3 24.1
Monsoon 41.0 31.8 39.5 41.0 33.1 40.0
Post Monsoon 16.1 17.8 16.4 16.2 15.6 16.1
Age Group
50-54 25.5 31.8 26.5 25.7 32.1 26.5
55-59 29.8 25.3 290.1 30.9 30.1 30.8
60-64 12.3 15.9 12.9 11.2 13.3 11.5
65-69 13.9 12.4 13.6 135 13.0 135
70-74 135 10.2 13.0 13.7 10.8 13.3
75-79 3.0 2.6 2.9 3.1 0.3 2.7
80-84 1.4 1.9 1.5 1.3 0.4 1.1
85+ 0.7 0.0 0.6 0.7 0.0 0.6
Religion
Hinduism 89.3 90.3 89.5 88.5 88.6 88.5
Islam 5.8 5.9 5.9 6.5 7.7 6.7
Other 4.8 3.8 4.7 5.0 3.7 4.8
State
Assam 2.1 2.8 2.3 21 2.2 2.1
Karnataka 13.3 26.8 15.5 10.6 19.7 11.9
Maharashtra 27.6 27.1 275 24.8 20.8 24.2
Rajasthan 9.5 5.0 8.8 9.7 4.7 9.1
Uttar Pradesh 25.3 6.9 22.3 28.8 8.1 26.0
West Bengal 22.2 31.5 23.7 24.1 44.6 26.8
Always Lived in Current Region
Yes 80.2 93.8 86.8 100.0 100.0 100.0
No 19.8 6.2 13.2 0.0 0.0 0.0
Education
Less than primary 8.6 17.2 10.0 8.8 16.5 9.9
Primary 17.6 33.4 20.2 17.0 33.7 19.2
Secondary 24.2 15.4 22.7 23.4 15.0 22.2
High school 28.5 18.2 26.8 30.0 15.3 28.0
College + 21.1 15.8 20.2 20.8 19.6 20.7
Father's Education
No formal education 41.1 16.8 37.1 42.4 13.4 538
Less than primary 19.1 16.2 18.7 18.2 13.8 17.6
Primary completion 21.7 24.7 22.2 22.0 25.5 422.
Secondary completion 8.4 16.1 9.7 8.3 16.5 9.4
High school + 9.6 26.3 12.4 9.1 30.9 12.0
Father's Occupation
Non-agricultural 52.2 71.8 55.4 49.5 69.4 52.2
Agricultural 47.8 28.2 44.6 50.5 30.6 47.8

*1 Respondents who are non-missing on all predicoiables (including rainfall and temperature around
the time of birth) and who have always lived initloeirrent place of residence.
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M easured Health Outcomes
Body Mass Index

Underweight 27.0 14.4 25.0
Normal 58.8 47.6 56.9
Overweight 11.4 26.9 14.0
Obese | 2.0 9.6 3.3
Obese I/l 0.8 15 0.9
Obese (BMt 30 kg/ni)
Normal 97.2 88.9 95.8
High-risk 2.8 111 4.2
Obese (BMt 25 kg/m)
Normal 85.8 62.0 81.9
High-risk 14.2 38.0 18.1
Obese (BMt 23 kg/m)
Normal 73.0 46.3 68.6
High-risk 27.0 53.7 31.4
High-Risk Waist Circumferente
Normal 95.4 43.0 86.8
High-risk 4.6 57.1 13.2
High-Risk Waist Circumferene
Normal 70.6 24.9 63.1
High-risk 29.4 75.1 36.9
High-Risk Waist Circumferente
Normal 58.9 27.0 53.6
High-risk 41.2 73.0 46.4
High-Risk Hip-to-Waist Ratio
Normal 20.1 10.2 18.5
High-risk 79.9 89.8 81.5
High-Risk Systolic Blood Pressure
Normal 74.1 60.8 71.9
High-risk 25.9 39.2 28.1
High-Risk Diastolic Blood Pressure
Normal 69.2 59.7 67.6
High-risk 30.8 40.3 32.4
High-Risk Blood Pressure
Normal 78.0 67.1 76.2
High-risk 22.0 32.9 23.8
High-Risk Pulse Rate
Normal 82.6 81.3 82.4
High-risk 17.4 18.7 17.6
Height (m)
Mean (SE) 1.650 1.515 1.628
(0.004) (0.005) (0.005)
<10" percentile
No 92.7 92.5 92.7
Yes 7.3 7.5 7.4
<25" percentile
No 80.5 82.9 80.9
Yes 19.5 171 19.1
Chronic Conditions
Hypertension
No 79.6 68.9 77.9
Yes 204 311 221
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28.2
58.5
10.7
2.0
0.6

97.4
2.6

86.7
13.3

74.1
25.9

96.4
3.6

71.4
28.6

59.7
40.3

20.7
79.4

74.6
25.4

69.8
30.2

78.3
21.7

82.6
17.4

1.651
(0.004)

93.4
6.6

81.1
18.9

80.0
20.0

182 268
440  56.6
266 128

9.2 3.0
2.1 0.8
88.7  96.3
11.3 3.7
621 834
379 166
475 705
525 295
491  90.0
509  10.0
303 659
69.7 341
321  56.0
68.0 440

9.4 191
90.7  80.9
58.1 724
419 276
602 685
398 315
662  76.6
338 234
786 821
214 179

1.515 1.633

(0.007) (0.005)

944 935
5.6 6.5
835 815
165 186
653  78.0
347 220



Diabetes

No 86.5

Yes 13.5
Angina

No 89.8

Yes 10.2
Stroke

No 97.6

Yes 2.4
Chronic Lung Disease

No 94.0

Yes 6.0
Arthritis

No 88.0

Yes 12.0
Asthma

No 94.8

Yes 5.2

86.9
131

95.8
4.2

99.7
0.3

97.8
2.2

70.7
29.3

92.0
8.0

86.6
13.4

90.8
9.2

98.0
2.0

94.6
5.4

85.2
14.8

94.3
5.7

87.6
12.4

89.1
10.9

97.7
2.3

93.6
6.4

88.2
11.8

94.8
5.2

88.5
115

95.6
4.4

100.0
0.0

96.8
3.2

66.2
33.8

90.2
9.8

87.7
12.3

90.0
10.0

98.0
2.0

94.1
5.9

85.3
14.7

94.2
5.8

&> 102 cm (males), > 88 cm (females)

®>90 cm (males); 80 cm (females)
©>87 cm (males) 82 cm (females)
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Table A3.5. Odds Ratios from Logistic Regression Models Ritenty Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, South Africa (2007-2008)

Part A: Measured Health Outcomes

Summer Autumn Winter Spring N
Obese (BME 30 kg/m2)
M1 1.23 1.00 1.17 1.27 1331
M5 1.24 1.00 1.13 1.19 1331
High-Risk Waist Circumference
M1 1.33 1.00 1.06 0.76 1331
M5 1.34 1.00 1.13 0.77 1331
High-Risk Waist-to-Hip Ratio
M1  1.07 1.00 1.35 1.61+ 1331
M5  1.08 1.00 1.31 1.56+ 1331
High-Risk Systolic Blood Pressure
M1  1.33 1.00 0.96 0.97 1331
M5  1.25 1.00 0.94 0.94 1331
High-Risk Diastolic Blood Pressure
M1 1.23 1.00 1.10 1.50 1331
M5 1.10 1.00 1.06 1.44 1331
High-Risk Blood Pressure
M1  1.53 1.00 1.21 1.23 1331
M5 1.44 1.00 1.21 1.22 1331
High-Risk Pulse Rate
M1  2.09* 1.00 1.39 1.02 1331
M5  2.05* 1.00 1.41 1.03 1331
Height,<10" Percentile
M1  2.25* 1.00 1.76 1.93 1331
M5  2.29* 1.00 1.90+ 2.35* 1331
Height,<25" Percentile
M1  1.03 1.00 1.76* 1.19 1331
M5  0.98 1.00 1.66+ 1.07 1331

Part B: Self-Reported Chronic Conditions

Summer Autumn Winter Spring N
Hypertension
M1 1.01 1.00 0.88 0.68 1331
M5 0.94 1.00 0.85 0.61+ 1331
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Diabetes

M1 1.45 1.00 1.62 1.09 1331
M5 1.26 1.00 1.48 0.91 1331
Angina

M1 0.98 1.00 0.91 0.41 1331
M5 0.81 1.00 0.90 0.42+ 1331
Stroke

M1 1.52 1.00 0.50 0.76 1331
M5 1.20 1.00 0.36+ 0.56 1331
Chronic Lung Disease

M1 0.64 1.00 0.89 1.26 1331
M5 0.58 1.00 1.05 1.17 1331
Arthritis

M1 1.17 1.00 1.47 1.46 1331
M5 0.98 1.00 1.35 1.17 1331
Asthma

M1 0.78 1.00 1.34 1.14 1331
M5 0.78 1.00 1.16 1.18 1331

+ p <0.10, * p < 0.05, ** p < 0.01, ** p < 0.001
Notes Model 1 includes controls for age and sex. Mdgatds region, father’s education, father’s
occupation, and respondent’s education. Bage 3.3 for the high-risk cutpoints.
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Table A3.6. Odds Ratios from Logistic Regression Models Rttty Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, Ghana (2007-2008)

Part A: Measured Health Outcomes

Winter Spring Summer Autumn N
Obese (BME 30 kg/m2)
M1 1.12 1.86+ 1.36 1.00 838
M5 1.12 1.49 1.15 1.00 838
High-Risk Waist Circumference
M1 1.28 1.13 1.21 1.00 838
M5 1.20 0.84 1.00 1.00 838
High-Risk Waist-to-Hip Ratio
M1  0.79 0.81 0.96 1.00 838
M5  0.74 0.74 0.89 1.00 838
High-Risk Systolic Blood Pressure
M1 1.20 1.22 1.17 1.00 838
M5 1.12 1.10 1.05 1.00 838
High-Risk Diastolic Blood Pressure
M1 1.36 1.41 1.60* 1.00 838
M5 1.30 1.29 1.53+ 1.00 838
High-Risk Blood Pressure
M1 1.23 1.35 1.21 1.00 838
M5 1.18 1.22 1.09 1.00 838
High-Risk Pulse Rate
M1  0.61 1.26 1.05 1.00 838
M5  0.63 1.39 1.18 1.00 838
Height,<10" Percentile
M1 0091 1.30 0.80 1.00 838
M5 1.03 1.42 0.89 1.00 838
Height,<25" Percentile
M1 1.10 1.05 0.86 1.00 838
M5 1.11 1.11 0.88 1.00 838

Part B: Self-Reported Chronic Conditions

Winter Spring Summer Autumn N
Hypertension
M1 1.36 1.13 1.17 1.00 838
M5 1.31 0.90 1.00 1.00 838

207



Diabetes

M1 0.48 1.66 0.35* 1.00 838
M5 0.42 1.60 0.30* 1.00 838
Angina

M1 0.43 0.42 0.54 1.00 838
M5 0.41 0.48 0.51 1.00 838
Stroke

M1 1.20 1.08 0.71 1.00 838
M5 1.13 1.17 0.61 1.00 838
Chronic Lung Disease

M1

M5

Arthritis

M1 0.91 0.74 0.92 1.00 838
M5 0.87 0.72 0.91 1.00 838
Asthma

M1 1.47 1.14 0.32 1.00 838
M5 1.75 1.49 0.36 1.00 838

+ p <0.10, * p < 0.05, ** p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdgatds region, father’s education, father’s
occupation, and respondent’s education. Batge 3.3 for the high-risk cutpoints. Chronic lung
disease is omitted due to very low incidence of tundition in this sample.
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Table A3.7. Odds Ratios from Logistic Regression Models Ritetty Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, Russia (2007-2010)

Part A: Measured Health Outcomes

Winter Spring Summer Autumn N
Obese (BMP 30 kg/m)
M1 0.83 1.22 0.66 1.00 2260
M5 0.95 1.28 0.73 1.00 2260
High-Risk Waist Circumference
M1 0.44* 0.86 0.47* 1.00 2260
M5 0.43* 0.85 0.46* 1.00 2260
High-Risk Waist-to-Hip Ratio
M1 0.67 1.09 0.67 1.00 2260
M5 0.63 1.12 0.68 1.00 2260
High-Risk Systolic Blood Pressure
M1 0.99 1.07 0.91 1.00 2260
M5 1.00 1.12 0.91 1.00 2260
High-Risk Diastolic Blood Pressure
M1 1.28 1.16 0.80 1.00 2260
M5 1.45 1.22 0.82 1.00 2260
High-Risk Blood Pressure
M1 0.87 0.88 0.69 1.00 2260
M5 0.92 0.92 0.71 1.00 2260
High-Risk Pulse Rate
M1 0.74 1.66 1.32 1.00 2260
M5  0.77 1.78 1.89 1.00 2260
Height,<10" Percentile
M1 1.21 1.25 1.02 1.00 2260
M5 1.12 1.22 1.01 1.00 2260
Height,<25" Percentile
M1 2.06* 1.39 1.18 1.00 2260
M5 2.01* 1.43 1.14 1.00 2260

Part B: Self-Reported Chronic Conditions

Winter Spring Summer Autumn N
Hypertension
M1 0.94 1.14 1.48 1.00 2260
M5 1.02 1.22 1.65 1.00 2260
Diabetes
M1 1.44 2.81%** 1.39 1.00 2260
M5 1.63 3.02%** 1.52 1.00 2260
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Angina

M1 1.57 1.59 2.48** 1.00 2260
M5 1.69 1.54 2.72** 1.00 2260
Stroke

M1 2.76 5.16** 1.95 1.00 2260
M5 2.92 5.41%** 2.20 1.00 2260
Chronic Lung Disease

M1 0.93 0.74 1.92 1.00 2260
M5 0.97 0.78 2.34* 1.00 2260
Arthritis

M1 0.79 1.10 1.05 1.00 2260
M5 0.77 1.08 1.01 1.00 2260
Asthma

M1 0.34+ 0.20* 1.06 1.00 2260
M5 0.50 0.29+ 1.77 1.00 2260

+ p <0.10, *p < 0.05, * p < 0.01, *** p < 0.001
Notes Model 1 includes controls for age and sex. Mdslatlds region, father’'s education,
father's occupation, and respondent’s educatioa.Tale 3.3 for the high-risk cutpoints.
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Table A3.8. Odds Ratios from Logistic Regression Models Ritatly Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, Mexico (2009-2010)

Part A: Measured Health Outcomes
Winter Spring Summer Autumn N
Obese (BME 30 kg/m2)

M1 1.84 1.44 2.06 1.00 937
M5 1.74 1.45 1.89 1.00 937
High-Risk Waist Circumference

M1 1.54 151 1.60 1.00 937
M5 1.45 1.81 1.76 1.00 937
High-Risk Waist-to-Hip Ratio

M1 0.75 0.99 0.97 1.00 937
M5 0.90 1.68 1.07 1.00 937
High-Risk Systolic Blood Pressure

M1 0.47 0.48 0.81 1.00 937
M5 0.50 0.72 1.28 1.00 937
High-Risk Diastolic Blood Pressure

M1 1.18 1.12 1.37 1.00 937
M5 1.19 1.35 1.43 1.00 937
High-Risk Blood Pressure

M1 1.31 1.39 1.50 1.00 937
M5 1.37 1.60 1.78 1.00 937
High-Risk Pulse Rate

M1 1.79 0.43 1.08 1.00 937
M5 1.79 0.23 0.93 1.00 937
Height,<10" Percentile

M1 3.57+ 1.33 1.84 1.00 937
M5 3.89+ 1.60 2.21 1.00 937
Height,<25" Percentile

M1 2.43+ 2.28 2.91+ 1.00 937
M5 2.58 1.81 2.77+ 1.00 937

Part B: Self-Reported Chronic Conditions

Winter Spring Summer Autumn N
Hypertension
M1 1.52 1.66 0.87 1.00 937
M5 1.60 1.70 1.02 1.00 937
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Diabetes

M1 0.42+ 0.64 0.22** 1.00 937
M5 0.33* 0.25** 0.15%** 1.00 937
Angina

M1

M5

Stroke

M1 0.79 0.57 0.44 1.00 937
M5 0.58 0.35 0.36 1.00 937
Chronic Lung Disease

M1 2.47 3.34 13.64*** 1.00 937
M5 2.42 5.67+ 15.72** 1.00 937
Arthritis

M1 0.84 0.26* 0.53 1.00 937
M5 0.99 0.33+ 0.63 1.00 937
Asthma

M1

M5

+ p <0.10, * p < 0.05, * p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatds region, father’s
education, father’s occupation, and respondentsa&iibn. Sed able 3.3 for the high-
risk cutpoints. Angina and asthma are omitted dueety low incidence of these
conditions in this sample.
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Table A3.9. Odds Ratios from Logistic Regression Models Ritatly Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, China (2007-2010)

Part A: Measured Health Outcomes
Winter Spring Summer Autumn N
Obese (BMPE 30 kg/m2)

M1 0.71+ 0.65** 1.03 1.00 5975
M5 0.70+ 0.66** 0.99 1.00 5975
High-Risk Waist Circumference

M1 0.91 0.80 0.89 1.00 5975
M5 0.92 0.82 0.85 1.00 5975
High-Risk Waist-to-Hip Ratio

M1 1.16 1.10 1.14 1.00 5975
M5 1.19 1.10 1.13 1.00 5975
High-Risk Systolic Blood Pressure

M1 0.86 0.76** 0.78* 1.00 5975
M5 0.83+ 0.77** 0.77* 1.00 5975
High-Risk Diastolic Blood Pressure

M1 0.89 0.86* 0.95 1.00 5975
M5 0.91 0.88* 0.97 1.00 5975
High-Risk Blood Pressure

M1 0.83* 0.80** 0.87+ 1.00 5975
M5 0.83* 0.81** 0.87 1.00 5975
High-Risk Pulse Rate

M1 0.90 0.94 0.96 1.00 5975
M5 0.90 0.94 0.98 1.00 5975
Height,<10" Percentile

M1 0.81 0.90 0.93 1.00 5975
M5 0.82 0.88 0.97 1.00 5975
Height,<25" Percentile

M1 0.89 0.94 1.05 1.00 5975
M5 0.88 0.91 1.07 1.00 5975

Part B: Self-Reported Chronic Conditions

Winter Spring  Summer Autumn N
Hypertension
M1 0.88+ 0.82** 0.97 1.00 5975
M5 0.88+ 0.84* 0.97 1.00 5975

213



Diabetes

M1 0.87 0.78 1.02 1.00 5975
M5 0.88 0.79 1.01 1.00 5975
Angina

M1 0.92 0.82 1.08 1.00 5975
M5 0.92 0.81 1.06 1.00 5975
Stroke

M1 1.00 1.29 1.02 1.00 5975
M5 0.99 1.29 1.00 1.00 5975
Chronic Lung Disease

M1 1.16 1.20 1.20 1.00 5975
M5 1.15 1.16 1.24 1.00 5975
Arthritis

M1 0.99 1.18 0.96 1.00 5975
M5 0.99 1.20 0.96 1.00 5975
Asthma

M1 0.81 0.74 0.77 1.00 5975
M5 0.76 0.70 0.76 1.00 5975

+ p <0.10, * p < 0.05, * p < 0.01, ** p < 0.001

Notes Model 1 includes controls for age and sex. Mdglatds region, father’s
education, father’s occupation, and respondentsa&iibn. Sed able 3.3 for the high-
risk cutpoints.
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Table A3.10. Odds Ratios from Logistic Regression Models Rtety Measured Health
Outcomes (Part A) and Self-Reported Chronic Coowl#ti(Part B), Males and Females
Aged 50+, India (2007-2008)

Part A: Measured Health Outcomes
Winter Summer M onsoon Post M onsoon N

Obese (BMB30 kg/m)

M1 0.49 1.65 1.00 1.04 1376
M5 0.50 1.95 1.00 1.21 1376
Obese (BMP25 kg/m)

M1 1.08 1.16 1.00 0.91 1376
M5 1.09 1.14 1.00 0.87 1376
Obese (BMP23 kg/m)

M1 1.00 0.94 1.00 0.82 1376
M5 1.01 0.88 1.00 0.74 1376
High-Risk Waist Circumferente

M1 1.00 1.14 1.00 1.42 1376
M5 1.11 1.30 1.00 1.42 1376
High-Risk Waist Circumferente

M1 0.83 0.81 1.00 1.10 1376
M5 0.81 0.79 1.00 1.06 1376
High-Risk Waist Circumferente

M1 0.73 0.99 1.00 1.21 1376
M5 0.75 1.03 1.00 1.22 1376
High-Risk Waist-to-Hip Ratio

M1 1.15 1.00 1.00 1.23 1376
M5 1.13 0.88 1.00 1.11 1376
High-Risk Systolic Blood Pressure

M1 1.38 1.57+ 1.00 1.22 1376
M5 1.38 1.37 1.00 1.07 1376
High-Risk Diastolic Blood Pressure

M1 1.40 1.58+ 1.00 1.22 1376
M5 1.48 1.46 1.00 1.18 1376
High-Risk Blood Pressure

M1 1.59+ 1.75* 1.00 1.38 1376
M5 1.61* 1.55+ 1.00 1.22 1376
High-Risk Pulse Rate

M1 1.27 2.21** 1.00 1.10 1376
M5 1.33 2.19** 1.00 1.16 1376
Height,<10" Percentile

M1 1.48 1.17 1.00 1.73 1376
M5 1.70 1.00 1.00 1.62 1376
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Height,<25" Percentile
M1 1.12 0.99 1.00 1.38 1376
M5 1.24 0.86 1.00 1.27 1376

Part B: Self-Reported Chronic Conditions
Winter Summer M onsoon Post Monsoon N
Hypertension

M1 1.18 1.29 1.00 1.23 1376
M5 1.14 1.13 1.00 1.15 1376
Diabetes

M1 0.46* 0.67 1.00 0.58 1376
M5 0.42* 0.54 1.00 0.49* 1376
Angina

M1 0.60 1.12 1.00 1.16 1376
M5 0.77 1.34 1.00 1.29 1376
Stroke

M1 4.88* 2.52 1.00 2.85 1376
M5 4.77+ 2.03 1.00 2.31 1376
Chronic Lung Disease

M1 1.22 3.98* 1.00 1.06 1376
M5 1.12 4.65** 1.00 1.12 1376
Arthritis

M1 1.03 0.77 1.00 0.65 1376
M5 0.90 0.62+ 1.00 0.68 1376
Asthma

M1 1.80 1.08 1.00 1.76 1376
M5 2.18* 1.21 1.00 2.10 1376

+p <0.10, *p < 0.05, * p < 0.01, ** p < 0.001
Notes Model 1 includes controls for age and sex. Mdgatds region, father’s education,
father’s occupation, and respondent’s educatioa.Table 3.3 for the high-risk cutpoints.

&> 102 cm (males), > 88 cm (females)
®>90 cm (males)z 80 cm (females)
¢> 87 cm (males) 82 cm (females)
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Figure A3.1. Month of Birth Distribution, Males and Femalesntlmned, Ages 50+, SAGE 2007-2010
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Note Figures are based on samples of individuals &@ednon-missing on key characteristics of inte(ese text and ables A3.1-A3.4 for summary
statistics and sample sizes).
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