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1. INTRODUCTION

1.1. Maximizing and Satisficing

The freedom of choice has become deeply ingrained in our social fabric. For decades,
psychological researchers have advocated the benefits of providing choice: it enhances feelings of
autonomy and freedom (Roets, Schwartz, & Guan, 2012), promotes one’s sense of personal control
(Rotter, 1996; Taylor, 1989; Taylor & Brown, 1988), and increases feelings of intrinsic motivation
(deCharms, 1968; Deci, 1981; Deci & Ryan, 1985). More recently, however, the decision-making
literature has undergone a shift in perspective: increased choice may actually be detrimental and
unappealing for some decision-makers. Indeed, studies conducted by lyengar and Lepper (1999, 2000)
found that those provided with fewer options in a decision-making task derived greater satisfaction from
their decision outcomes.

Rational choice theory is a well-established tenet in economics that rests on the assumption that
people are rational agents. Armed with complete information about their choices, rational individuals will
always choose the option that maximizes their utility. These “maximizers” approach decision-making
with the goal of achieving the best possible decision outcome. In order to accomplish this, they are willing
to engage in an exhaustive search of all possible options, investing substantial time and effort in the
decision process (lyengar, Wells, & Schwartz, 2006). However, behavioral economists contend that the
assumption of “complete information” in decision-making is unrealistic and that human beings often
violate the principles of rational choice theory (Kahneman & Tversky, 1979, 1984).

More than half a century ago, Herbert Simon (1955, 1956) introduced a theory that addressed the
limitations of human cognition as well as environmental complexities in the decision-making process. He
argued that the goal of utility maximization, as stipulated by rational choice theory, is nearly impossible
to achieve in real life. Rather than maximize, people often “satisfice” when making decisions. Satisficers
have an internal threshold of acceptability against which they evaluate options, and will choose a decision
outcome when it crosses this threshold. Therefore, satisficers are content to settle for a “good enough”
option—not necessarily the very best outcome in all respects.

More recently, Schwartz and his colleagues (2002) characterized this tendency to maximize or
satisfice into an individual, psychological trait. They developed a 13-item Maximization Scale in order to
assess an individual’s tendency to seek optimality in decision-making, testing facets related to alternative
search, decision difficulty, and high standards (Roets et al., 2012). Compared to satisficers, maximizing
individuals are more likely to experience lower levels of happiness, life satisfaction, optimism, and self-
esteem. In addition, maximizing tendencies were shown to have significant, positive correlations with
regret, perfectionism, and depression (Schwartz et al., 2002). Despite their high-effort decision-making
process, maximizers are less satisfied with their final decision outcomes than satisficers.

The negative affect experienced by maximizers can be attributed to the presence and proliferation
of choices in the decision-making process. In order to determine their optimal decision outcome,
maximizers feel compelled to examine each and every alternative available, which is often infeasible in
reality due to the limitations in human cognition (Roets et al., 2012). For maximizers, the excess of
options becomes problematic for several reasons. First, it grows increasingly difficult to collect and
process the information necessary to construct an informed, complete set of options. Second, choice
proliferation makes it more difficult to correctly identify the “best” outcome on an objective basis. This



forces maximizers to rely on external sources of information to evaluate their options (lyengar et al.,
2006). In fact, maximizing individuals are more likely to engage in upward social comparisons in order to
gauge the optimality of their decisions. This encourages counterproductive thinking about “what might
have been”, which perpetuates feelings of regret (Schwartz et al., 2002).

Third, as the number of available choices increase, a maximizer’s standards of an acceptable
outcome inflates correspondingly. Given the practical constraints on conducting an exhaustive search, a
maximizer’s high expectations inevitably lead to disappointment and dissatisfaction with his final
decision. Fourth, maximizers may be more likely to attribute failures or poor decisions to personal
shortcomings rather than situational limitations and environmental complexities. This depressogenic way
of thinking causes maximizing individuals to have lower self-esteem than their satisficing counterparts
(Schwartz et al., 2002; Polman, 2010).

Finally, more choices imply a higher probability that an individual will make a non-optimal
decision. This can indirectly undermine the satisfaction a maximizer derives from his actual choice
(Schwartz et al., 2002; Polman, 2010). As Roets et al. argue, “there is always the possibility that there is a
better option ‘out there’, and failing to find it means a failure to optimize personal satisfaction” (Roets et
al., 2012). Most recently, Sparks and her colleagues (2012) found that maximizers are more reluctant to
commit to their choices. Their reticence to commit robs them of critical, post-decision psychological
processes, such as dissonance reduction and rationalization (Sparks, Ehrlinger, & Eibach, 2012).
Ultimately, this leaves maximizing individuals feeling less satisfied with their decision outcomes.

The presence of choice contributes to the heightened feelings of regret, unrealistic expectations,
and high opportunity costs suffered by maximizers. Satisficers, on the other hand, undergo a
fundamentally different, decision-making process. With modest standards for what constitutes an
acceptable decision outcome, a satisficing individual does not require a complete information set when
making his decisions. Several options may fall within a satisficer’s threshold for acceptability, providing
greater flexibility and latitude in achieving a desired decision outcome. As soon as he encounters a “good
enough” option, the satisficer can easily ignore the addition of new choices to the decision domain.
Therefore, a satisficer is less likely to experience regret even if a better option presents itself after a
decision has already been made (Schwartz et al., 2002).

Given all this, are maximizers rewarded for their troubles by achieving better decision outcomes?
Does their high-effort decision-making process result in better decision quality? lyengar et al. (2006)
found that recent college graduates with high maximizing tendencies accepted jobs that paid 20% higher
starting salaries than their satisficing peers. Despite higher salaries, however, these maximizing students
were less satisfied with the jobs they obtained. They also experienced more negative affect both during
and after the job search process (lyengar et al., 2006). When compared to satisficers, it appears that
maximizing individuals generally achieve better outcomes objectively, but perceive them to be worse
subjectively for the reasons discussed above (Schwartz et al., 2002; lyengar et al., 2006).

However, this view has been openly debated in the decision-making literature. Parker, Bruine de
Bruin, and Fischhoff (2007) found that self-reported maximizers are more likely to use maladaptive
decision-making styles. A tendency to maximize results in less behavioral coping, greater dependence on
others for information, increased interpersonal comparisons, avoidance of decision-making in order to
search for more information, and more acute feelings of regret (Parker et al., 2007). These findings were
consistent with those of Bruine de Bruin et al. (2007): individuals who scored highly on Schwartz’s
Maximization Scale were poorer decision makers when measured by the Decision-Making Competence
survey and self-reported Decision Outcomes Inventory (Bruine de Bruin, Parker, & Fischhoff, 2007).



Contrary to intuition, maximizers are also more likely to engage in spontaneous decision-making (Parker
et al., 2007). Overall, satisficing individuals achieved better decision outcomes (cf. lyengar et al., 2006).

The academic literature on maximizing and satisficing behaviors is still relatively nascent. Most of
the current research focuses on the relationship between maximization and various affective states, as well
as the construct validity of maximization scales. Presently, it is still unclear whether maximizers or
satisficers achieve objectively better, decision outcomes. Researchers treat these two approaches to
decision-making as global characteristics at the individual level. However, it is possible that maximizing
and satisficing are learned behaviors designed specifically for decision-making tasks.

1.2. Team Effectiveness

In the past half-century, organizational psychologists have produced extensive research on work
groups and teams. A team can be defined by the following six criteria (Kozlowski & llgen, 2006):

Two or more individuals;

Individuals on the team interact socially (face-to-face or virtually);

They work together on organizationally relevant tasks;

Members are interdependent with respect to goals, outcomes, and workflow;

They take on different roles and responsibilities;

The group is embedded in a larger organizational system, with linkages to the broader task
environment.

ocoarwnE

The literature on team effectiveness is based on the input-process-output (I-P-O) model proposed
by McGrath (1964). In this framework, the contributions of individuals and teams within the organization
are defined as inputs. Processes refer to the activities of decision-making that mediate the translation of
inputs into outcomes (Gladstein, 1984). As team members interact and work together, these processes
develop over time as “emergent states” (Marks, Mathieu, & Zaccaro, 2001). A team’s effectiveness can
be judged by its outputs: performance evaluated by individuals external and relevant to the team, the
meeting of team-member needs, and whether team members are willing to remain on the team (Hackman,
1987; Kozlowski & llgen, 2006).

Hackman (1987) developed a normative model for group effectiveness that uses the I-P-O model
as a basis for analyzing group behavior and team performance. He proposed that team effectiveness is a
function of three critical process criteria: a) the knowledge and skillset each team member contributes to
the team; b) the degree of alignment between tasks and performance strategies used by team members;
and c) the team’s overall level of effort. By pulling on the levers of team design, organizational context,
and work process, teams can be managed in a way that maximizes effectiveness and boosts performance
(Hackman, 1987; Campion, Medsker, & Higgs, 1993; Campion, Papper, & Medsker, 1996).

The factors underlying team effectiveness are rooted in the processes that mediate the
transformation of inputs into outputs (McGrath, 1964; Kozlowski & llgen, 2006). During the past decade,
scholars have developed a new conceptualization of team processes and effectiveness that is dynamic in
nature—an extension and refinement of the original I-P-O model. Within this new framework, teams are
embedded in a multilevel system with individual, team, and organizational components. The
organization’s overall task environment is ever-changing and teams must adapt to shifting demands.
Linkages between teams and the encompassing organizational context are taken into account, as are task-
relevant processes and temporal dynamics (Kozlowski & Ilgen, 2006). Thus, team processes and
effectiveness are characterized as emergent phenomena that not only evolve within a team’s task and
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social contexts, but also interact with the larger organizational or environmental context (Kozlowski &
llgen, 2006; Kozlowski & Bell, 2003; Arrow, McGrath, & Berdahl, 2000; Kozlowski, Gully, Nason, &
Smith, 1999; llgen, Hollenbeck, Johnson, & Jundt, 2005; Marks et al, 2001; Kozlowski, Gully, McHugh,
Salas, & Cannon-Bowers, 1996)

1.3. The Present Research

Teams have become nearly ubiquitous in modern-day organizations. Companies increasingly rely
on teams and work groups to develop initiatives, advance organizational goals, and shape workplace
culture. Critical to the success of teams are their decision-making processes and the outcomes achieved.
The existing literature has been devoted to studying how maximizing and satisficing tendencies influence
an individual’s decision-making behavior and affect. However, little is currently known about how
maximizers and satisficers make decisions in a team setting.

Our goal is to study the relationship between maximizing-satisficing behaviors and team
effectiveness. Using the I-P-O model, we evaluate a team’s effectiveness based on its outputs or
outcomes. Accordingly, we define the first facet of team effectiveness to be the quality and accuracy of
decision outcomes. The second component describes whether the individual needs of team members are
being met, which includes member satisfaction, team morale, and commitment to the group. The third
factor of team effectiveness is future viability: the willingness of members to remain on the team and
work together in the future. We designed a study to answer the following question: does the composition
of maximizers and satisficers on a team influence the group’s decision-making behavior and process?
More specifically, does team composition affect the team’s decision quality, satisfaction levels, and future
viability?

Different theories make conflicting predictions about the benefits of similarity versus
complementarity in teams. A highly homogenous team is likely to exhibit high cohesion and low
relationship conflict, whereas highly diverse teams may be less vulnerable to groupthink. A team
comprised entirely of maximizers is likely to exhibit reduced team satisfaction as well as delayed
decision-making and longer deliberation time. Conversely, satisficing teams may suffer from insufficient
analysis during the decision-making process, which could decrease decision quality. Teams that exhibit
high satisficing tendencies will likely experience higher levels of team morale and satisfaction.

The insights gained from this study may have significant practical importance. Our findings could
help managers and organizational stakeholders design more effective teams and improve team decision-
making processes based on the decision-making styles of individual members.



2. METHOD

2.1. Participants

Subjects were recruited for this study through the Wharton Behavioral Lab (WBL) at the
University of Pennsylvania. The WBL used its online registration portal to recruit 244 people, of which
226 participated in this study. Each subject earned $10 for their participation. During the first two days of
the study, we encountered significant issues related to timing the decision-making task, which rendered
the data inadmissible. Our subsequent analysis therefore only includes the data collected in the last three
days of the study. A total of 132 people participated, of which 87.1% were undergraduate students. The
remaining 12.9% of subjects was comprised of graduate students, faculty, staff, and others. Of this
sample, 32.6% were male. The median age of participants was 21 with a range of 18 to 40 years old. With
the exception of five individuals, everyone who participated in this study was affiliated with the
University of Pennsylvania.

2.2. Materials and Procedure

When characterized as a psychological trait, maximizing-satisficing can be viewed on three levels:
global, contextual, or situational (Vallerand, 1997). In this study, we focus on the contextual level, which
describes how a person’s decision-making orientation applies to a specific life domain—in this case, on a
team in a work-related environment. Teams of two people (“dyads”) were given the decision-making task
of hiring a job candidate. The absence of coalitions and other interaction complexities make dyadic teams
easier to observe. However, dyads exhibit the same, underlying work processes critical to team
effectiveness as larger-sized teams. Subjects were randomly assigned to a dyad. Each dyad belonged to
one of four conditions representing our manipulation of team composition: 1) two maximizers (MM); 2)
two satisficers (SS); 3) mixed, consisting of one maximizer and one satisficer (MS); and 4) control group
(CC). Decision-making orientations were privately assigned to participants, who had no knowledge of
their partners’ orientations.

Subjects assigned to the first three conditions were primed to emulate either maximizing or
satisficing behaviors. To achieve this, we adopted the approach used by Grant, Gino, and Hofmann
(2011). We primed subjects to imitate maximizing behaviors by having them read a summary of why
maximizing is beneficial in decision-making as well as a description of what a maximizing decision-
making process entails. Afterwards, subjects wrote short paragraphs about a time they engaged in
maximizing behaviors that ultimately led them to a successful decision outcome. Subjects who were
assigned satisficing roles were asked to perform a similar exercise. In order to enhance the effectiveness
of the priming exercise, subjects were given one minute afterwards to relax and reflect on what they had
read and written. The priming exercise was omitted for subjects in the control group.

In addition to assigning decision-making styles, we collected information about each participant’s
intrinsic tendency towards maximizing or satisficing. At the beginning of the study, all subjects
completed a survey with items borrowed from Schwartz’s Maximization Scale (Schwartz et al., 2002).
Each item was rated on a scale from 1 (completely disagree) to 7 (completely agree). All subjects
completed this survey and their priming exercises (if assigned) independently, prior to meeting their
partners.



For the decision-making task, we adapted materials from the Insight Enterprise Software case
prepared by David Hofmann (University of North Carolina) and Randall Peterson (London Business
School). Given the profiles of three job candidates, participants must decide whom they should promote
to the CFO position in a traditional organization structure. Because the case was originally prepared for
five participants, we modified the materials to accommodate only two decision-makers. This case also
contained a hidden profile, in which some of the information is shared across all participants, whereas
other information is known by only one individual prior to a group discussion. When the candidate
profiles are read independently, one version favors the hiring of Dana while the other prefers Pat. When
all information is shared and compiled, however, the completed profiles indicate that the third candidate,
Terry, is actually the best person for the job. This aspect of the Insight case was preserved for this study.
A hidden profile task could make the differences in decision-making process between maximizers and
satisficers particularly clear. For example, a group of satisficers may be more likely to focus on the shared
information, whereas maximizers might engage in an exhaustive discussion in order to unearth unique
information.

Subjects were randomly assigned one of the two decision-making roles. Unaware of the hidden
profile, participants were given 10 minutes to read and take handwritten notes on the candidates’
qualifications. Each participant then made an independent hiring decision based solely on their version of
the candidate profiles. At this point, subjects met their partners in person for the first time. Each dyad was
asked to deliberate until it reached a unanimous hiring decision. To ensure the integrity of discussions,
dyads were required to discuss the case materials for a minimum of 7 minutes. Beyond this, teams could
take as long as they needed to make a decision. Each team’s final hiring decision was recorded, along
with the amount of time it took them to reach consensus.

Dyads were disbanded upon completion of the Insight decision-making task. We then asked
participants to complete a 30-question Post-Experimental Questionnaire (PEQ), with questions adapted
from Jehn and Shah (1997). Subjects self-reported on items regarding decision speed and quality, team
cohesion and conflict, team satisfaction, future viability, and post-decision emotions.



3. HYPOTHESES

The existing literature presents conflicting views on whether maximizing or satisficing individuals
achieve better decision outcomes. As an objective measure of dyad performance, decision quality
represents our first criteria of team effectiveness. When a team discusses the candidate profiles together in
person, they should eventually realize that both team members were given different information.
Individual maximizers are more willing to expend extra resources, such as time and effort, in order to
determine the best decision outcome. We thus expect maximizing dyads to use more care and time to
uncover the complete profiles of candidate qualifications. Furthermore, prior to team discussion,
individual members are more inclined to favor either Dana or Pat. In order to reach a unanimous team
decision, members of maximizing dyads are more likely to discuss the pros and cons of the job candidates
in a thorough, comprehensive manner in order to reconcile these opposing views. Through this process,
we predict that maximizing teams will achieve higher-quality team decisions—accurately hiring Terry,
regardless of initial decisions made individually.

Hypothesis 1a. Maximizing dyads will achieve better decision outcomes.

Hypothesis 1b. In order to consider more options and make better decisions,
maximizing dyads will spend more time in discussion.

Maximizers are more susceptible to escalation of commitment, a term coined by Barry Staw in
1976 to describe a decision-maker’s tendency to “throw good money after bad” (Staw, 1976; Garland,
1990). That is, when the resources committed to an initial course of action yield undesirable results, the
decision-maker increases his investment in his original decision, rather than withdrawing or changing
course. He essentially commits to a losing position, even after he has learned that the costs of his original
decision outweigh the benefits, at this point and into the future (Moon, 2001). Researchers describe this
tendency as the “sunk-cost fallacy”: the individual believes that the only way to recover his sunk costs is
to “fix” the original situation by spending more resources to obtain the desired outcome. Instead of
changing his behavior upon encountering negative consequences, the decision-maker defies rationality by
cognitively distorting the negative outcomes into more positive ones (Staw, 1976). The likelihood of
escalation of commitment occurring is influenced by project, psychological, social, and organizational
determinants (Ross & Staw, 1993).

In this study, individuals are first asked to submit their independent hiring decisions, prior to
meeting their partners. Made with partial information, these individual hiring decisions are likely to be
incorrect. Because maximizers are more prone to experiencing escalation of commitment, they are more
likely to stick to their original decision, even after realizing that their partners have new and unique
information about the job candidates. Once committed, maximizing individuals may be less open towards
changing their independent decisions at the dyadic level.

Hypothesis 2: Maximizing dyads are less likely to change their decisions
from the individual level to the team level, despite increased information.



The other two criteria of team effectiveness are member satisfaction and team viability. To study
this, we extrapolate the impact of maximizing-satisficing on affect felt by individuals to the team level.
Affective states develop in teams through three general processes: the attraction-selection-attrition model
(ASA), emotional contagion, and contextual conditions (Kozlowski & llgen, 2006). Emotional contagion,
a bottom-up process, is perhaps the most applicable to our study. Contagion occurs when one individual’s
moods and emotions are transferred to other proximal, team members (Kelly & Barsade, 2001). Schwartz
and his colleagues (2002) have already shown that maximizing individuals experience more negative
affect during and after the decision-making process, while satisficers enjoy higher levels of satisfaction.
Thus, this positive or negative affectivity may transfer from one member to the other, and impact the
collective affect felt by the dyad. Our manipulation of team composition may allow us to observe this
process of emotional contagion more clearly.

Hypothesis 3a. A satisficing dyad will experience a greater level of satisfaction
about its final decision outcome.

Hypothesis 3b. Post-decision, a maximizing dyad will feel more regret.

For satisficing dyads, higher levels of satisfaction about their decision outcomes may extend and
translate into stronger satisfaction about their overall team experiences. Compared to maximizers and
their impossibly high standards for decision-making excellence, satisficers use far less rigid standards to
evaluate the desirability of their options. As a result, satisficing dyads may experience less team conflict,
foster a more open and collaborative environment for discussion, and exhibit a greater degree of
agreeableness in their group dynamics. This, coupled with the positive affect associated with the decision
outcome, could engender a stronger sense of team commitment and future viability in satisficing dyads.

Hypothesis 4. Satisficing dyads experience greater team satisfaction.

Hypothesis 5. Satisficing dyads feel a stronger commitment to their teams.
Members are more likely to want to work with each other in the future.



4. RESULTS

4.1. Decision Quality

We used a contingency table and chi-square analysis to determine if a significant relationship
existed between team composition and decision quality. Contrary to Hypothesis 1a, satisficing dyads
made the correct hiring decision 68.8% of the time, compared to 47.1% by maximizing dyads (see
Appendix 1). However, this result was statistically insignificant at the 95% confidence interval (p =
0.341). We observed that the cross-tabulation results for the control group (CC) and mixed teams (MS)
were nearly identical. Therefore, both conditions can be treated as control groups. In subsequent analyses,
we filter out all teams belonging to the mixed and control group conditions (unless otherwise stated) to
better observe the effects of pure maximizing and satisficing teams.

When we reran the above analysis on pure maximizing (MM) and satisficing (SS) teams, the p-
value returned by the Pearson chi-square test nearly achieves statistical significance (p = 0.075). Overall,
we cannot conclusively accept Hypothesis 1a. These results imply that the higher-quality hiring decisions
made by satisficing dyads can only be attributed to random chance, rather than our experimental
manipulation of team composition (see Appendix 2).

4.2. Intrinsic Orientation as a Moderator

To determine their intrinsic decision-making styles, all participants were required to complete the
Schwartz Maximization Scale survey. Subjects rated themselves from 1 (completely disagree) to 7
(completely agree). After administering this survey to thousands of subjects, Schwartz found that
individuals who scored an average rating greater than 4 were considered to be maximizers. The top third
of subjects scored higher than 4.75, and the bottom third scored lower than 3.25 (Schwartz, 2004).

Our pool of 132 subjects intrinsically favored maximizing as a decision-making orientation (M =
4.567, SD = 0.749). On average, maximizing dyads scored highest on the Schwartz scale (M = 4.692, SD
=0.704), followed by control groups (M = 4.606, SD = 0.773) and satisficing dyads (M = 4.541, SD =
0.779). Mixed teams scored the lowest on average (M = 4.429, SD = 0.759). Scores across all participants
ranged from 3.00 to 6.62 (see Appendix 3).

Given this, we were interested in whether the intrinsic, decision-making orientations of individuals
contributed as a moderating process in the relationship between team composition and decision quality.
Using the approach developed by Aiken and West (1991), we analyzed the interaction effects between a
dyad’s composition (primed) and the Schwartz scores of its individual members (intrinsic). We used a
binary logistic regression to determine if these effects significantly influenced the accuracy of hiring
decisions (see Appendices 4 and 5). We ran regressions on all teams as well as filtered teams (pure
maximizing and satisficing dyads). In both cases, the interaction terms did not contribute significantly to
the main effects model, implying that an individual’s innate, decision-making orientation did not act as a
moderator variable.



4.3. Openness to Change

To test Hypothesis 2, we characterized the tendency of escalating commitment into the construct,
“Openness to Change”, which is represented by two variables: Net Decision Change and Positive
Decision Change. Net Decision Change describes the directional change of a team’s decision from its
members’ individual decisions. If a participant correctly chose to hire Terry in her individual decision, but
changed her answer to an incorrect candidate (Dana or Pat) for the team decision, this participant received
a Net Decision Change score of -1. Conversely, if an individual changed an incorrect, independent
decision into a correct, team decision, her Net Decision Change score was +1. We coded no change with a
score of 0. Similarly, the Positive Decision Change variable assigns +1 to those who made a favorable
decision change, equivalent to a Net Decision Change score of +1. All other situations were coded with 0.

We treated Openness to Change as a potential mediator in the relationship between team
composition and decision quality. We used Baron and Kenny’s test for mediation (1986) in the following
analysis.

Mediator:
Openness to Change
a b
C
Independent Variable: . OutcomeVariable:
Team Composition Decision Quality

First, we wanted to determine if variations in team composition would significantly affect the
openness to change exhibited by teams (Path A). Again, we used contingency tables and the Pearson chi-
square test (see Appendices 6 and 7). Cross-tabulating filtered team composition against Net Decision
Change and Positive Decision Change respectively, we observed that satisficing individuals made a
favorable decision change in a positive direction more frequently compared to maximizers (SS = 11 vs.
MM =7, respectively). On the other hand, maximizers were more likely to negatively alter their decisions
(MM =7 vs. SS = 4) or stubbornly refuse to modify individual decisions (MM = 20 vs. SS = 17). While
these data appear to support Hypothesis 2, our chi-square tests indicate statistical insignificance for both
the Net Decision Change and Positive Decision Change variables (p = 0.388 and p = 0.209, respectively).

To further test this, we ran a binary logistic regression to determine if changes in team
composition (the covariate) significantly affected levels of Positive Decision Change (see Appendix 8).
That is, are satisficers more likely to make a favorable decision change when new information is
presented during the team discussion? Adding the team composition variable to the model reduced the -2
Log Likelihood statistic by 75.758 (df = 1), but was statistically insignificant (p = 0.208). The odds that a
satisficing dyad will make a positive decision change is 2.02 times the odds of a maximizing dyad (B =
0.703, exp(B) = 2.020). However, this was statistically insignificant as well (p = 0.213).

Since varying the team composition failed to account for differences in Openness to Change, the
latter could not be a mediating process between team composition and decision quality. Thus, we reject
Openness to Change as a valid mediator and Hypothesis 2.
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4.4. Effects of Time

We recorded the amount of time required by each dyad to reach a unanimous, hiring decision. We
expected maximizing dyads to spend more time uncovering and discussing the qualifications of job
candidates in the hidden profile task. We used an independent samples t-test to determine whether the
time required for a team decision differed significantly based on team composition (see Appendix 9).
Maximizing dyads spent more time discussing the candidates’ profiles before reaching a unanimous, team
decision (M =8.091, SD = 1.311), compared to satisficing dyads (M = 7.478, SD = 0.882). This result
was statistically significant at the 95% confidence interval (p = 0.029), which partially validates
Hypothesis 1b.

As discussed earlier, there is no significant relationship between team composition and the
accuracy of hiring decisions made by dyads. However, does team composition indirectly affect decision
quality? That is, does the amount of time spent deliberating options influence the accuracy of hiring
decisions? Using a point bi-serial correlation test, we found that time and team decisions were not
correlated in a statistically significant way (r = 0.074, p = 0.557, see Appendix 10). We also ran a binary
logistic regression with team decision as the dependent variable, and the following covariates: team
composition, time, and an interaction term between both variables (see Appendices 11 and 12). However,
these predictors did not identify statistically significant relationships. Thus, time is neither correlated nor
predictive of decision quality for our dyads.

These combined findings suggest that while team composition influences the amount of time a
team spends in the decision-making process, the amount of time expended does not actually affect the
accuracy of decisions. More specifically, the extra time that maximizing dyads spent conferring about the
candidate profiles yielded no additional benefits related to decision quality (i.e. hiring the right person).
Thus we can accept Hypothesis 1b with a caveat: maximizing dyads failed to achieve significantly better
decision outcomes to compensate for the additional, time-related costs they incurred.

4.5. Principal Components Analysis

The self-reported Post-Experimental Questionnaire (PEQ) fulfilled measures of sampling
adequacy (KMO = 0.795, Bartlett’s p < 0.0001). This allowed us to perform a principal components
analysis (see Appendix 13). An orthogonal rotation produced an eight-component solution, on the basis of
having eigenvalues above 1.0. To form our components, we accepted factor loadings exceeding 0.4.

The first component included eight items that measured positive affect experienced by individuals
post-decision. Two items were reverse coded to represent positive emotions (“I wish I could change our
final decision” and “I regret our final decision”). The Cronbach’s alpha for this component was 0.913 (see
Appendix 14). By deleting two items from this component, we were able to achieve a higher Cronbach’s
alpha of 0.918 and 0.915 (“I did my best with this decision-making task™ and “I felt comfortable voicing
my opinions to my teammate”, respectively). The final version of Component 1 consisted of six items
(see Appendix 21). We labeled this component as Positive Post-Decision Emotions.

Open Communication was represented by the second component, which consisted of five items
after the principal components analysis. Kozlowski and Bell (2003) found communication to be an
important, team behavioral process. Not only does it help teams maintain their coordination behaviors, but
open communication also supports task work and teamwork processes (Glickman et al., 1987; Morgan,
Salas, & Glickman, 1993; Kozlowski & Ilgen, 2006). In this component, two items were reverse coded to
reflect positive communication dynamics (“My teammate was overbearing during the discussion, which
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made me feel overpowered” and “I suspect that my teammate hid certain information from me”). The
Cronbach’s alpha for this component was 0.831 (see Appendix 15), which could be increased to 0.854 if
one item was deleted (“I felt committed to our team and wanted us to reach the best decision”). The final
version of Component 2 consisted of four items, which capture transparent communication and active
listening in the team setting—»both critical to information sharing in a hidden profile experiment (see
Appendix 21).

The third component reflected participants’ satisfaction towards their team experience as well as
their willingness to remain on the team in the future (e.g. “If given the opportunity, I would want to work
with my teammate in the future” and “I enjoyed working with my teammate”). This component scored a
Cronbach’s alpha of 0.835 and retained all four of its original items (see Appendices 16 and 21). We
defined Component 3 to represent Team Satisfaction and Viability, which are two important factors of
team effectiveness.

The fourth component consisted of five items and one reverse-coded question, which reflect
aspects of team cohesion including cooperation, collaboration, and trust. Although the literature presents
multiple definitions of it, team cohesion generally describes the mutual attraction of members to the group
as well as commitment towards the team’s task (Kozlowski & Ilgen, 2006; Festinger, 1950; Evans &
Jarvis, 1980; Goodman, Ravlin, & Schminke, 1987). An underlying dimension of team cohesion is
interpersonal cohesiveness, which enables teams to exhibit better coordination and communication skills
(Evans & Jarvis, 1980). Researchers have found cooperation to be an important behavioral process linked
to team performance, and trust between members helps to manage team conflict (Kozlowski & Bell,
2003; Simons & Peterson, 2000; Kozlowski & llgen, 2006). Thus, we labeled this component as Team
Cohesion, with a Cronbach’s alpha of 0.825 (see Appendix 17). Deleting one item from this component
achieved a higher Cronbach’s alpha of 0.836 (“There was a lot of disagreement between my teammate
and me during our discussion”). Five items were included in the final version of Component 4, including
“My teammate was very cooperative during the exercise” and “I believe my teammate trusted my
judgment” (see Appendix 21).

Components 5 to 7 had Cronbach’s alphas lower than 0.70 (o = 0.489, a. = 0.293, o = 0.168,
respectively), and only one item loaded onto Component 8 (see Appendices 18 - 20). Thus, these
components were dropped in further analysis.

4.6. Team Composition and Final Components

Our principal components analysis yielded four components: Positive Post-Decision Emotions,
Open Communication, Team Satisfaction and Viability, as well as Team Cohesion. The first component
reflects the differences in affect experienced by maximizers and satisficers after the decision-making
process. The second and fourth components describe constructs of emergent, behavioral team processes
(Kowlowski & lIlgen, 2006). The third component captures two criteria of team effectiveness.

In order to produce an aggregate composite score for each component, we averaged the ratings of
its individual items for each participant. To determine whether any of these components differed
significantly based on team composition, we ran independent samples t-tests using each component’s
composite scores as the dependent variable and team composition as the predictor. We also conducted this
analysis using the individual PEQ items unbundled from their components.

The first component, describing positive affect experienced post-decision, yielded a higher mean
score for satisficing dyads (SS = 6.172 vs. MM = 6.108). This result, however, was insignificant (p =
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0.736, see Appendix 22a). Furthermore, when tested individually, none of the six items belonging to
Component 1 yielded significantly different means for maximizing versus satisficing dyads (see
Appendix 22b). Most notably, the two items directly measuring satisfaction levels related to the decision
outcome failed to produce significantly higher means for satisficing teams (“I feel happy about our final
decision” and “I feel satisfied about our final decision”, with p = 0.559 and p = 0.230 respectively).
Similarly, maximizing dyads did not exhibit greater levels of regret as predicted. Two items in this
component directly reflected regret about the decision outcome (“I regret our final decision” and “I wish I
could change our final decision”). However, these two items also produced statistically insignificant
results (p = 0.952 and p = 0.935, respectively). This allows us to reject both parts of Hypothesis 3.

On average, satisficing dyads scored higher on the second component of Open Communication
(SS =6.227 vs. MM = 6.037). This result was insignificant at the aggregate component level (p = 0.323,
see Appendix 23a). When the four individual items of Component 2 were tested, satisficing dyads
appeared to be better communicators and more open about sharing their information during the team
discussion. However, these results were not statistically significant at the 95% confidence interval, with p-
values ranging from 0.209 to 0.708 (see Appendix 23b).

The third component described Team Satisfaction and Viability, which are two elements of team
effectiveness that we are interested in. Maximizing dyads scored higher on this component (MM = 5.596
vs. SS = 5.516), but this result was statistically insignificant (p = 0.685, see Appendix 24a). The t-tests
using this component’s individual PEQ items also failed to produce statistically significant results (see
Appendix 24b). Two items directly measured team satisfaction (“I enjoyed working with my teammate”
and “T would speak positively about this team experience to my friends”). However, satisficing dyads did
not score significantly higher on either question (p = 0.486 and p = 0.502, respectively). The remaining
two items of Component 3 measured team viability (“If given the opportunity, | would want to work with
my teammate in the future” and “If given the opportunity, I think that my teammate would want to work
with me again in the future”). We did not observe statistically significant results (p = 0.752 and p = 0.737,
respectively). Therefore, we can reject Hypotheses 4 and 5.

Satisficing dyads scored slightly higher on the last component of Team Cohesion (SS = 6.206 vs.
MM = 6.000). At the aggregate level, this was statistically insignificant (p = 0.106, see Appendix 25a).
One of the individual PEQ items belonging to Component 4 produced significantly different means for
maximizing and satisficing dyads (“I trusted my teammate’s judgment”, see Appendix 25b). Members of
satisficing dyads self-reported feeling greater trust in their partners than maximizing individuals (SS =
6.190 vs. MM = 5.820, with p = 0.046). Other individual items did not produce significant results.

Earlier in this section, we used Component 3 (Team Satisfaction and Viability) to reject
Hypothesis 5, which predicts that satisficing dyads will derive greater satisfaction from their team
experience. In light of this result, however, we should consider the validity of Hypothesis 5 more
carefully. Simons and Peterson (2000) proposed that team trust plays a critical role as a conflict-
management tool used in teams. Therefore, we postulate that higher levels of trust in satisficing dyads
may result in decreased team conflict and more positive team dynamics, compared to maximizing dyads.
Although there are conflicting theories in the literature regarding its benefits and disadvantages, team
conflict has been found to undermine team-member satisfaction and impede performance (Lau &
Murnighan, 1998). Additionally, high conflict exhibited in teams “indicates variance among members that
may create negative affect” (Kozlowski & Ilgen, 2006). Thus, we propose the following: because
satisficing dyads show greater levels of team trust, they exhibit decreased team conflict, which could
indirectly boost team-member satisfaction. However, further research and analyses are needed to validate
this hypothesis.
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5. DISCUSSION

The existing literature has been focused on studying maximizing-satisficing behaviors at the
individual level, as a decision-making orientation. Our study extends this to the team level in an effort to
understand how these cognitive processes fit within group decision-making processes and dynamics.
Overall, the formation of teams on the basis of decision-making styles does not impact our criteria of team
effectiveness: decision quality, team satisfaction, and future viability.

We did not observe a significant relationship between team composition and the quality of hiring
decisions made by dyads. At the individual level, the literature presents conflicting views on whether a
maximizing or satisficing orientation produces objectively better decision outcomes (lyengar et al., 2006;
cf. Parker et al., 2007; Bruine de Bruin et al., 2007). Parker et al. (2007) found that maximizing
individuals were more vulnerable to using maladaptive decision-making processes, which includes
decision avoidance in order to search for more options. We observed decision avoidance insofar that
maximizing dyads required significantly more time to reach unanimous hiring decisions. However, this
extra time spent did not produce more accurate hiring decisions, suggesting that maximizing teams
engage in more decision avoidance at no additional benefit.

Maximizing individuals are more likely to succumb to escalation of commitment. Our findings
failed to corroborate this at the team (dyad) level, since the relationship between team composition and
openness towards decision change was not statistically significant. That is, maximizing members did not
appear to be significantly more committed, or “stuck”, to their individual hiring decisions. A possible
explanation is that the task of hiring a job candidate did not adequately represent an investment decision
in which sunk costs were perceived to be substantial. Additionally, the social and psychological
determinants of this decision-making task were perhaps not conducive to motivating the escalation of
commitment.

Schwartz et al. (2002) made one of the most fascinating findings in the maximizing-satisficing
literature. Satisficers are more likely to experience higher levels of satisfaction, happiness, and self-
esteem after making a decision, whereas maximizing individuals are more prone to feeling regret. These
differences in affect determined by one’s decision-making tendencies failed to translate to the team level.
Satisficing dyads did not report significantly higher levels of satisfaction regarding their decision
outcomes. Similarly, we did not observe maximizing dyads to feel more regret collectively post-decision.
Furthermore, satisficing dyads failed to demonstrate greater levels of team satisfaction, team commitment,
and future viability.

We are cognizant of the limitations of our study’s design. Dyads were only required to discuss the
Insight case for a minimum of 7 minutes. On average, teams spent 7.82 minutes on the decision-making
process. This, coupled with the fact that dyads were immediately disbanded once a team decision had
been made, suggests that participants did not spend enough time within their dyads. Team processes
require time to develop and unfold (McGrath, 1991). For example, affective bonds between team
members and towards the collective group form over time (Hackman, 1976; Kozlowski & llgen, 2006).
After the decision-making process, participants returned to their own workstations to complete the Post-
Experimental Questionnaire. Deprived of time, the emotional contagion process could not take place
within these dyads. The positive affect experienced by satisficing individuals and the negative emotions
felt by maximizers therefore remained relegated to the individual level. This may explain why satisficing
dyads did not feel more team satisfaction or commitment. Constrained by the study’s design, participants
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may not have had adequate time to form dyads that demonstrated the necessary team processes. In other
words, subjects simply did not spend enough time on their teams. Future iterations of this study should
consider allocating different lengths of time to the decision-making process. At different levels, time may
serve as a moderating process in the relationship between team composition and decision quality.

This study was also limited by its small sample size (N = 132). Overall, the sample skewed
towards an innate tendency to maximize, which may have adversely influenced the behaviors of those
primed for satisficing roles. Ideally, dyads would be formed on the basis of intrinsic decision-making
styles, instead of relying on a priming exercise. However, this would be logistically more difficult to
implement. Furthermore, team effectiveness is an “emergent result” that develops across levels, from
individual to dyadic to team (Kozlowski & Ilgen, 2006). We chose dyads for their simplicity. To fully
observe and understand how maximizing-satisficing behaviors impact team processes and influence team
effectiveness, larger sized teams should be used.

Future research efforts are needed to develop the literature on maximizing and satisficing
decision-making processes in a team setting. Although our preliminary findings suggest that maximizing-
satisficing effects at the individual level fail to translate to the dyad level, this study is only an initial foray
and should be improved upon. Additionally, it may be a worthwhile endeavor to explore the effects of
satisficing on team conflict and trust. While we focused on a very limited definition of team effectiveness,
there are a plethora of highly nuanced and complex team processes that may be worth studying with
respect to decision-making styles. For example, Marks et al. (2001) describe the following constructs as
emergent measures of important team processes: team cohesion, group potency, team affect, and team
conflict. The literature is abundant with studies examining the relationship between such processes and
team performance, but the role of decision-making tendencies at the team level is presently unknown.

Behavioral economists and organizational psychologists have largely established maximizing-
satisficing as an individual, psychological trait. However, as organizations and companies increasingly
structure jobs in terms of teams and work groups, it becomes ever more important to situate this critical
facet of decision-making behavior within the context of teams.

Acknowledgements: This research was generously supported by Dr. Adam Grant and the Wharton
Management Department, Dr. Martin Asher and the Wharton Undergraduate Division, as well as the
Wharton Behavioral Lab at the University of Pennsylvania.
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6. APPENDIX

Appendix 1. Contingency Table and Chi-Square Analysis

Variables: Decision Quality vs. Team Composition (all)

Case Processing Summary

Cases
Valid Missing Total
M Percent M Percent M Percent
teamchoice * condition 132 | 100.0% 0 0.0% 132 | 100.0%
teamchoice * condition Crosstabulation
condition
M 55 MS cC Total
teamchoice  Correct  Count 16 22 18 18 74
% within condition 47 1% G5.8% 52.9% 56.3% 56.1%
Wrong Count 18 10 16 14 58
% within condition 52.9% 31.3% 47 1% 43 8% 43.9%
Total Count 34 2 34 2 132
% within condition 100.0% 100.0% 100.0% 100.0% 100.0%
Chi-Square Tests
Asymp. Sig.
Yalue df (2-sided)
Pearson Chi-Square 3.345° 3 a4
Likelihood Ratio 3.404 3 333
w| ol e
M oofValid Cases 132

a. 0 cells (.0%) have expected count less than & The minimum

expected countis 14.06.
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Appendix 2. Contingency Table and Chi-Square Analysis
Variables: Decision Quality vs. Team Composition (filtered)

Case Processing Summary

Cases
Walid Missing Total
| Percent I Fercent I Fercent
teamchoice * condition Gh 100.0% ] 0.0% 66 100.0%

teamchoice * condition Crosstabulation

condition
M 55 Total
teamchoice  Correct  Count 16 22 38
% within condition A7 1% 65.5% 57.6%
Wrong Count 18 10 2
% within condition 52.8% M.3% 42.4%
Total Count 34 2 G
% within condition | 100.0% | 100.0% | 100.0%
Chi-Square Tests
Asymp. Sig. Exact Sig. (2- Exact Sig. (1-
Valle df (2-sided) sided) sided)
Pearson Chi-Square 3.175° 1 075
Continuity Correction® 2349 1 258
Likelihood Ratio 3.209 1 073
Fisher's Exact Test .0a7 062
M ofWalid Cases 66

a. 0 cells (.0%) have expected count less than 5. The minimum expected countis 13.58.

k. Computed only far a 2x2 table
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Appendix 3. Maximization Scale Means

Descriptive Statistics

M Range Minimum | Maximum Mean Std. Deviation
schwarkz_mean 132 3.62 3.00 6.62 4 5664 4967
Walid M (listwise) 132

Report

schwartz_mean
condition Mean Std. Deviation | Median | Minimum | Maximum
MM 4 6922 34 To448 4. 76490 348 6.62
55 4.5407 2 T78E0 4 5765 in 592
Ms 442498 34 75285 461450 3.08 585
cC 4 GOAT 32 TT2E1 4 61460 3.00 6.23
Total 4 ARGY 132 T4967 461460 3.00 6.62
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Appendix 4. Moderated Binary Logistic Regression
Dependent Variable: Decision Quality
Covariates: Team Composition (all), Schwartz Maximization Scores (standardized), Interaction terms

Case Processing Summary

Unweighted Cases? M Fercent
Selected Cases  Included in Analysis 66 100.0
Missing Cases 1] .0
Total fifi 100.0
Ungelected Cases 1] .0
Total fifi 100.0

a. Ifweightis in effect, see classification table for the total
number of cases.

Dependent Variable Encoding

Original Walue Internal Value
Coarrect 0
Wraong 1

Categorical Variables Codings

Parameter coding
Freguency (1) (2) (3
condition MM 17 .ooo 000 000
55 16 1.000 .00o 000
MS 17 .000 1.000 000
CC 16 .000 .00o 1.000
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Block 0: Beginning Block

Classification Table®"

Predicted
teamchoice Percentage
Observed Correct Wrong Correct
Step 0  teamchoice  Correct a7 100.0
Wrong 29 .0
Overall Percentage 56.1
a. Constant is included in the model.
h. The cutvalue is 500
Variahles in the Equation
B S.E. Wald df Sig. Exp(B)
Step 0 Constant -.244 248 H65 1 784
Variables not in the Equation
Score df Sig.
Step 0 Wariables  condition 1673 3 643
condition(1) 1.381 1 240
condition(2) 0s0 1 TG4
condition(3) 000 1 G866
Overall Statistics 1.673 3 G643
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Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 1.702 636
Elock 1.702 636
Model 1.702 636
Model Summary
-2 Log Cox &Snell R Magelkerke R
Step likelihood Square Square
1 ge a21® 025 034

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®

Fredicted
teamchoice Percentage
Observed Correct Wrong Correct
Step 1 teamchoice  Correct 249 7a.4
Wrong 20 3.0
Cwverall Percentage 576

a. The cutvalue is 500

Variables in the Equation

95% C.1for EXP(B)
B SE Wald of Sig. Exp(B) Lower Upper
Step1?®  condition 1.639 3 651
condition(1) -.506 T26 1.658 1 212 404 097 1.676
condition(2) -.236 BBY 118 1 73z a0 2058 3.038
condition(3) -.369 00 278 1 598 E91 A7E 2726
Constant 118 486 059 1 .BOg 1.125

a. Variahle(s) entered on step 1: condition.
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Block 2: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 18 2 8432
Block 14 2 942
Model 1.821 ] 873
Model Summary
-2 Log Cox &SnellR Magelkerke R
Step likelihood Square Square
1 ga.702°% 027 036

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®

Fredicted
teamchaoice Percentage
Observed Correct Wrong Correct
Step 1 teamchoice  Correct 249 7a4
Wrong 20 3.0
Overall Percentage a7.6

a. The cutvalue is 500

Vfariables in the Equation

95% C.|for EXP(B)
B S.E Wald df Sig. Exp(B) Cower Upper
Step1®  condition 1.558 3 GO

condition(1) -.8749 Fan 1.4449 1 229 415 099 1.737
condition(2) -.205 g 086 1 70 814 206 3218
condition(3) - 368 705 274 1 601 641 A74 2752
Zpersond 0gg 287 A7 1 732 1.082 (G60 1.807
Fperson 014 254 003 1 Rl 1.014 10 1.687
Constant A03 481 044 1 834 1.108

a. Wariable(s) entered on step 1: Zperson?, Zperson?.
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Block 3: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 3.668 .300
Block 3.668 300
Model 5.489 T04
Model Summary
-2 Log Cox & Snell R Magelkerke R
Step likelihood Square Square
1 B5.034% .0a0 07

a. Estimation terminated at iteration number 4 because
parameter estimates changed by less than .001.

Classification Table®

Fredicted
teamchoice Percentage
Ohserved Correct | Wrong Correct
Step 1 teamchoice  Correct 3 838
Wrong 16 13 448
Overall Percentage G6.7

a. The cutvalue is 500

Variables in the Equation

95% C.Lfar EXP(B)
B S.E. Wald df Sig. Exp(B) Lower Upper
Step 1 condition 1.405 3 633
condition{1) -.854 750 1.298 1 255 426 0ag 1.850
condition(2) - 126 724 031 1 861 881 213 3642
condition(3) - 357 745 2249 1 632 700 62 3017
Zpersoni 5545 G611 J07 1 401 1.743 ATT 6.363
Zperson2 853 846 1377 1 241 2 654 A14 14174
Intaraction1 -2 258 T27 1 394 802 483 1.332
Interaction2 -.349 285 1.500 1 22 706 404 1.233
Interaction3 201 A28 2,464 1 16 1.222 A51 1.570
Constant 010 514 .0oo 1 a84 1.010

a Variahle(s) entered on step 1: Interactiont, Interaction2, Interaction3.
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Appendix 5. Moderated Binary Logistic Regression
Dependent Variable: Decision Quality
Covariates: Team Composition (filtered), Schwartz Maximization Scores (standardized), Interaction terms

Case Processing Summary

Unweighted Cases? M Fercent
Selected Cases  Includedin Analysis 33 100.0
Missing Cases 0 .0
Total 33 100.0
nselacted Cases 0 .0
Total 33 100.0

a. Ifweight is in effect, see classification table for the total
numhber of cases.

Dependent Variable Encoding

Original Value Internal Walue
Correct 0
Wrong 1

Categorical Variables Codings

Parametar
coding
Freguency (1
condition MM 17 .000
55 16 1.000
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Block 0: Beginning Block

Classification Table®"

Fredicted
teamchoice Percentage

Observed Correct | Wrong Correct

Step 0  teamchoice  Correct 19 100.0
Wrong 14 0

Overall Percentage 576
a. Constantis included in the model.
b. The cutvalue is 500

Variables in the Equation
B S.E. Wald df Sig. Exp(B)
Step 0  Constant -.305 as2 752 1 386 NED
Variables not in the Equation
Score df Sig.

Step 0 Wariables  condition(1) 1.588 1 .208

Overall Statistics 1.688 1 208
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Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 1.604 1 205
Block 1.604 1 205
Model 1.604 1 208
Model Summary
-2 Log Cox &Snell R Magelkerke B
Step likelihood Square Square
1 433937 047 064

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®
Fredicted
teamchoice Percentage
Ohsernved Correct Wrang Correct
Step 1 teamchoice  Correct 11 A7 .8
Wrong ] G4.3
Cverall Percentage 60.6

a. The cutvalue is 500

Variables in the Equation

5% C.|for EXP(B)

B S.E. Wald df Sig. Exp(B) Lower Upper

Step1?  condition(1) -.906 726 1568 1 212 404 097 1.676
Constant 118 486 059 1 808 1.125

a Wariahle(s) entered on step 1: condition.
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Block 2: Method = Enter

Omnibus Tests of Model Coefficients

Chi-sguare df Sig.
Step 1 Step 1.133 2 568
Block 1.133 2 Rt
Model 2737 3 434
Model Summary
-2 Log Cox & Snell R Magelkerke R
Step likelihood Square Square
1 422507 .0a0 07

a. Estimation terminated at iteration number 4 hecause
parameter estimates changed by less than .001.

Classification Table®

Fredicted
teamchoice Percentage
Observed Correct Wrong Correct
Step 1 teamchoice  Correct 14 ) R
Wrong 10 4 286
Overall Percentage 4.5

a. The cutvalue is 500

Variables in the Equation

5% C.|for EXP(B)
B S.E. Wald df Sig. Exp(B) Lower Upper
Step1®  condition(1) -819 T4 222 1 269 441 103 1.883
Zpersont 359 364 472 1 324 1.431 702 2.921
Zperson? 213 437 237 1 626 1.238 525 2917

Constant 032 503 004 1 549 1.033

a. Variable(s) entered on step 1; Zpersont, Zpersonl.
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Block 3: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 2.448 3 AB5
Block 2.448 3 485
Model 5185 B 420
Model Summary
-2 Log Cox & Snell R Magelkerke B
Step likelihood Square Square
1 39.803° 145 155

a. Estimation terminated at iteration number 4 hecause
parameter estimates changed by less than .001.

Classification Table®

Predicted
teamchoice Percentage
Observed Correct Wrang Correct
Step 1 teamchoice  Correct 13 63.4
Wrong 5 G4.3
COwerall Percentage GG.7

a. The cutvalue is 500

Variables in the Equation

5% C | for EXP(B)
B SE. Wald df Sig. Exp(B) Lower Upper

Step 1% condition(1) 721 849 721 1 306 486 062 2.568
Zpersont -.261 1.247 044 1 834 770 067 B.ET4
Zperson2 1.950 2.025 428 1 335 7.031 133 | 372.001
Interaction1 487 807 364 1 546 1.627 334 7.618
Interaction2 -1.020 1.247 669 1 413 361 031 4.153
Interaction3 129 372 120 1 729 1138 549 2.359
Constant -.061 561 012 1 913 940

a. Variahle(s) entered on step 1: Interactiont, Interaction2, Interaction3.
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Appendix 6. Contingency Table and Chi-Square Analysis
Variables: Net Decision Change vs. Team Composition (filtered)

Case Processing Summary

Cases
Walid Missing Total
[ Percent [ Percent [ Percent
decisionchange ™
condition G 100.0% 1] 0.0% G 100.0%

decisionchange * condition Crosstabulation

Count
condition
M S5 Total
decisionchange  Megative Change 7 4 11
Mo Change 20 17 av
Fositive Change 7 11 18
Total 34 2 66
Chi-Square Tests
Asymp. Sig.
Yalue df (2-zided)
Pearson Chi-Sguare 1.881° 2 el:t
Likelihood Ratio 1.4908 2 385
M ofValid Cases GE

a. 0 cells (.0%) have expected count less than 5. The minimum
expected count is 5.33.
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Appendix 7. Contingency Table and Chi-Square Analysis
Variables: Positive Decision Change vs. Team Composition (filtered)

Case Processing Summary

Cases
Walid Missing Total
M Fercent M Percent M Percent
Egsg:ﬁ?a”ge* 66 | 100.0% 0 0.0% 66 | 100.0%
positivechange * condition Crosstabulation
condition
i 55 Total
positivechange  FALSE  Count 27 2 43
% within condition T9.4% 65.6% T2.7%
TRUE Count 7 11 18
% within condition 20.6% 34.4% 27.3%
Total Count 34 2 GG
% within condition | 100.0% | 100.0% | 100.0%
Chi-Square Tests
Asymp. Sig. Exact Sig. (2- Exact Sig. (1-
Yalue df (2-sided) sided) sided)
Pearson Chi-Square 1.580% 1 208
Continuity Correction® 861 1 327
Likelihood Ratio 1.688 1 .208
Fisher's Exact Test 272 64
M ofValid Cases 66

a. 0 cells (0%) have expected count less than 5. The minimum expected countis 8.73.
b, Computed only for a 2x2 tahle
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Appendix 8. Binary Logistic Regression
Dependent Variable: Positive Decision Change
Covariates: Team Composition (filtered)

Case Processing Summary

Unweighted Cases? M Percent
Selected Cases  Included in Analysis 66 100.0
Missing Cases ] .0
Total ]3] 100.0
Unselected Cases 1] .0
Total G 100.0

a. Ifweightis in effect, see classification table for the total
number of cases.

Dependent Variahle Encoding

Original Value Internal Yalue
FALSE 0
TRLIE 1

Categorical Variables Codings

Parameter
coding
Frequency (1
condition MM 34 .0oa
55 3z 1.000
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Block 0: Beginning Block

Classification Table™"

Predicted
positivechange Percentage

Ohserved FALSE TRUE Carrect

Step 0 positivechange  FALSE 43 100.0
TRUE 18 A0

Cwerall Percentage T2y
a. Constantis included in the model.
b. The cutvalue is 500

Variables in the Equation
B SE. Wald df Sig. Exp(B)
Step 0  Constant -.981 276 12.504 1 .00o 378
Variables not in the Equation
Score df Sig.

Step 0 Wariables  condition{1) 1580 1 209

Overall Statistics 1.580 1 .209
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Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 1.588 1 208
Elock 1.588 1 .208
Model 1.588 1 208
Model Summary
-2 Log Cox & Snell R Magelkerke B
Step likelihood Square Square
1 75.768% 024 034

a. Estimation terminated at iteration number 4 hecause
parameter estimates changed by less than .001.

Classification Table®
Fredicted
positivechange Percentage
Observed FALSE TRLUE Correct
Step 1 positivechange  FALSE 43 100.0
TRUE 18 a
Overall Percentage F2.7
a. The cutvalue is 500
Variables in the Equation
B SE. Wald df Sig. Exp(E)
Step1®  condition{1) 703 564 1.553 1 213 2.020
Constant -1.3480 424 10130 1 001 254

a. Variable(s) entered on step 1: condition.
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Appendix 9. Independent Samples t-test

Independent Variable: Team Composition (filtered)
Dependent Variable: Time

Group Statistics
Std. Errar
condition M Mean Sta. Deviation Mean
time M 34 a.0912 1.31148 224492
S5 32 747745 .BB235 16508
Independent Samples Test
Levene's Test for Equality of
“ariances t-test for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
time Equalvariances
assumed 7.614 .oog 2216 G4 030 61368 27640 06050 1.16685
E I vari t
oy e e 2242 | 58.075 029 61368 27371 06580 116155
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Appendix 10. Bivariate Correlation (Point Bi-Serial)
Variables: Time, Team Composition (filtered)

Descriptive Statistics
Mean Std. Deviation I
time 7.7936 116760 66
teamchoice 42 448 66
Correlations
time teamchoice
fime FPearson Carrelation 1 074
Sig. (2-tailed) A&7
M B ]
teamchoice  Pearson Correlation 074 1
Sig. (2-tailed) A57
M 66 ]
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Appendix 11. Binary Logistic Regression
Dependent Variable: Decision Quality

Covariate: Time

Case Processing Summary

Unweighted Cases?® M Fercent
Selected Cases  Included in Analysis 66 100.0
Missing Cases 1] 0
Total B 100.0
Unselactad Cases 1] 0
Total B 100.0

a. [fweightis in effect, see classification table far the total
number of cases,

Dependent Variable Encoding

Original Value Internal Walue
Correct 0
Wrong 1

Block 0: Beginning Block

Classification Table™"

Predicted
teamchoice Percentage
Ohserved Correct | Wrong Correct
Step 0 teamchoice  Correct 33 100.0
Wrang 28 .0
Overall Percentage 57.6
a. Constantis included in the model.
h. The cutvalue is 500
Variahles in the Equation
B SE. Wald df Sig. Exp(B)
Step 0 Constant -.305 2449 1.6503 1 220 T3T
Variables not in the Equation
Score df Sig.
Step 0 WVariables  time 358 1 550
Owerall Statistics 358 1 A0
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Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 355 1 AE1
Block 385 1 A5
Model el 1 51
Model Summary
-2 Log Cox & SnellR Magelkerke B
Step likelinood Square Square
1 89.6207 005 007

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®
Predicted
teamchoice Percentage
Ohsenved Correct Wrong Correct
Step 1 teamchoice  Correct 36 2 947
Wrang 26 2 7.1
Cwerall Percentage 7.6

a. The cutvalue is 500

Variables in the Equation

5% C.|.for EXP(B)

B SE. Wald df Sig. Exp(B) Lower Upper

Step 17 time 128 216 355 1 552 1.137 745 1735
Constant | -1.307 1.702 550 1 443 271

a. Variable(s) entered on step 1: time.
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Appendix 12. Binary Logistic Regression
Dependent Variable: Decision Quality
Covariates: Team Composition (filtered), Time, Interaction (Team Composition X Time)

Case Processing Summary

Unweighted Cases? M Percent
Selected Cases  Included in Analysis G 100.0
Missing Cases 0 .0
Total G 100.0
Unselected Cases 0 .0
Total G 100.0

a. Ifweightis in effect, see classification table for the total
numbhber of cases.

Dependent Variable Encoding

Original Value Internal Yalue
Caorract 0
Wrong 1

Categorical Variables Codings

Parameter
coding
Freguency (1
condition MM 34 .000
S5 3z 1.000
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Block 0: Beginning Block

Classification Table®®

Predicted
teamchoice Percentage
Ohserved Correct | Wrong Correct
Step 0 teamchoice  Corract as 100.0
Wrong 28 .0
Cverall Percentage a87.6
a. Constant is included in the model.
b. The cutvalue is 500
Variables in the Equation
B SE. Wald df Sig. Exp(B)
Step 0 Constant -.305 2448 1.503 1 220 NED
Variables not in the Equation
Score df Sig.
Step 0 Variables  condition(1) 3176 1 .07a
Overall Statistics 3175 1 075
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Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step 3.209 1 073
Block 3.209 1 073
Model 3.209 1 073
Model Summary
-2 Log Cox &SnellR Magelkerke B
Step likelihood Square Square
1 86.766° 047 064

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®

Predicted
teamchaoice Percentage
Observed Correct Wraong Correct
Step1  teamchoice  Correct 22 16 a7.9
Wrong 10 18 G4.3
Cverall Percentage 606

a. The cutvalue is 600

Variables in the Equation

5% C.|for EXP(B)
B S.E. Wald df Sig. Exp(B) Lower Upper
Step1®  condition(1) -.806 513 3117 1 077 404 148 1105
Constant 118 344 118 1 732 1.125

a. Varialle(s) entered on step 1: condition.
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Block 2: Method = Enter

Omnibus Tests of Model Coefficients

Chi-sguare df Sig.

Step 1 Step 016 1 .Bo8

Block Q16 1 .Bog

Model 322 2 189

Model Summary

-2 Log Cox &Snell R Magelkerke R

Step likelihood Square Square
1 BE. 7497 048 064

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

Classification Table®

Predicted
teamchoice Percentage
Observed Correct Wrong Correct
Step1  teamchoice  Correct 22 16 a7 .8
Wrang 10 18 64,3
Cwverall Percentage G0.6
a. The cutvalue is 500
Variables in the Equation
95% C.Lfor EXP(E)
B SE. Wald df Sig. Exp(B) Lower Upper
Step1*  condition(1) -.888 A3 27497 1 0G4 411 145 1.164
time 029 227 016 1 848 1.030 G660 1.607
Constant -118 1.870 004 1 850 885

a. Variable(s) entered on step 1: time.
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Block 3: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 1 Step G771 1 413
Elock BT 1 413
Model 3.896 3 273
Model Summary
-2 Log Cox &Snell R Magelkerke R
Step likelihood Square Square
1 B6.078% 057 077

a. Estimation terminated at iteration number 4 hecause
parameter estimates changed by less than .001.

Classification Table®

Fredicted
teamchoice Percentage
Observed Correct Wrong Correct
Step1  teamchoice  Correct 24 14 63.2
Wrong 10 13 G4.3
Cwverall Percentage G3.6

a. The cutvalue is 500

Variables in the Equation

55% C.L.for EXP(B)
B SE. Wald df Sig. Exp(B) Lower Upper
Step1°  condition(1) -4.015 3.846 1.090 1 296 018 000 | 33.879
time -.086 266 105 1 746 817 544 1.546
condition(1) by time 407 485 678 1 410 1.502 570 3.951

Constant B16 2.183 140 1 708 2.262

a. Variable(s) entered on step 1: condition * time .
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Appendix 13. Principal Components Analysis

KMO and Bartlett's Test
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. o5
Bartlett's Test of Approx. Chi-Square 1440.051
Sphericity df 435
Sig. .0an
Scree Plot

Eigenvalue
[«r]
1

2

0

T L L L L L L L L AL AL
1723 4 56 7 8 910112131413 1617 1819 20 21 22 23 24 25 26 27 28 20 30

Component Number
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Total Wariance Explained

Initial Bgenvalues

Ratation Sums of Squared Loadings

Compaoneni Tutal % of “arance | Cumulative % Total % of Marance | Cumulative %
1 11.088 36,960 36,960 .30 21.004 21.004
2 3.072 1024 47201 4184 13946 34.940
3 .oang 726 Gl G2E 2.006 0.B26 o B34
4 1.617 5302 G001 1087 9622 54.257
4 1.485 .043 Fieh DIGES 1.911 G370 60627
i 1.207 4023 fig.0240 1.787 5058 G528
7 1.125 1vad 2T 1.6249 1 71716
g 1.055 3516 T 234 1.3712 44573 FE.284
9 A7 2o 78194

10 i 2401 21.500

1 Liill] 2.200 g3.7ad

12 iy 2.090 &5.854

12 A04 14072 87 260

14 AN 1.70% 20570

15 g 1.543 g1.114

16 AT 1.243 92362

17 A8 1.061 02423

18 294 a1 24404

14 g k- 95283

o i T4 06025

iy oo G 96 694

2 i 450 97243

i 148 428 a7.v

4 143 A1 Qi 2az

Wi 34 451 92734

26 A6 219 99143

o A0 240 99 502

i iz 231 98733

4 043 A7S 99903

20 02 0az 100.000

Ectraction hethod: Principal Component Analysis.
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Rotated Cormponent Matris?

Component
1 2 3 4 ] ] 7 g
ozd A8 0249 104 26 087 A7 - .06g -.05
Q25 NG 064 - 026 R 74 L36 -.047 - 172
Q29 - 036 -39 1451 -.104 - 060 -.129 061 013
Q1 A1 054 BE .0a9g 25 27 014 - 144
Q26 T D36 288 Ao 087 .0e0 -.093 14
Q27 -.rag =530 -.033 .o04 - .04 - 134 -.070 0a3
30 Avd 252 217 14 A3 -.032 - 177 -.208
o1z <64 351 A0 1M 140 24 -.0049 243
QG =131 -.Bad -.ooy -.074 .00z - 162 RE] -.013
o7 arg 217 Arz2 114 -.0a0 .04y 0oy - 056
o4 a2 TEE6 Am 04 i]ax] 058 - OGG L6
013 -.005 - 61 257 - 225 -.0a3 - 276 A8 Av0
Q20 354 A06 A28 - 036 293 -.060 -.080 -.183
o3 094 -.072 TE -.022 093 057 -.014 -.140
g A7 33 G3g a4 A2 A04 -.138 L6
oz it 261 G24 140 245 043 0oz 014
022 =030 AGid G148 014 293 -.034 A1 -.032
g 24 0549 L63 A4 .0949 232 - 112 022
o7 AT J26 -.040 oz 095 -.025 - 170 -.037
(L o013 a7 18 GG -.0z28 RIE ] 0a4 =220
oo A7 246 274 A1z -.025 -.048 -.202 -7
o5 294 46 194 A9 - 07y A6a 064 v
(f - 127 -.3a5 263 =411 - 246 J25 245 39
Qg 236 064 16K n0:2 A149 051 -.0a0 0a7
19 a7 004 o} Ava G53 .0og el 023
[k 228 094 0452 010 -.0a0 a2 -.016 -.017
oz -.071 - 186 L2 =330 =237 -.595 L36 2265
o1 -.043 =222 03 =251 69 a0 JET -.0vg
(] 24 -.0zo 256 - O3 264 33 - 613 -.134
) -.328 - 067 =212 - 135 14 - 173 -.024 A1

Ectraction histhod

: Principal Component Analysis.
Rotation hiethod: “armax with Kaiser Homalization.

a. Rotation conwverged in 11 iterations.
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24 | feel happy about ourfinal decizion

25. | feel satisfied about our final decizion

28, l'wizsh | could change ourfinal decision

4. lfeel confident in our decision outcome

26. | am proud of our final decision

27. I regret our final decision

30. I did my best with thiz decision-making task

12. | felt comfortable voicing my opinions to my teammate

1&. My teammate was overbearing during the discussion, which made me feel overpowered
17. My teammate was 8 good listener during the discussion

14. My teammate was very open and collaborative throughout the discussion

1

20. | felt committed to our team and wanted us to reach the best decision

im

.| suspect that my teammate hid certain information from me

2

18. | enjoyed working with my teammate

w

21. l'would speak positively sbout this team experience to my friends
2

=]

. If given the opportunity, | would want to work with my teammate in the future

8. lwas very cooperative during the discussion

7. My teammate was very cooperstive during the exercize

2. ltrusted my teammate’'s judgment

10. | believe my teammate trusted my judgment

15. | was very open and collaborative throughout the discussion

6. There was & lot of dizagreement between my teammate and me during our discussion

28. We reached a better final decision than other teams

15. | feltintellectually stimulated and challenged during cur discussion

3. We spent enough time going over the objective facts given inthe case

2. lwish we were meore thorough in analyzing the infermation given to us

11. There was a lot of tension on ourteam

5. The hiring of a job candidate is an impertant decision to make

1. We spent too much time deliberating and coming to a final decision

. If given the opportunity, | think that my teammate would want to work with me again in the future

Components

1 2 3 4 5 6 7 B
0.881 0.083 0.109 0.126 0.087 0.127 -0.068 -0.045
0.856 0.064 -0.026 0.151 0.173 0.056 -0.047 -0.172
-0.836 -0.329 -0.151 -0.104 -0.060 -0.129 0.061 0.018
0.816 0.054 0.148 0.098 0.125 0.27% 0.014 -0.144
0.779 0.056 0.288 0.170 0.087 0.080 -0.093 0.015
-0.758 -0.550 -0.033 0.009 -0.044 -0.134 -0.070 0.083
0.574 0.252 0.227 0.114 0.431 -0.032 -0.177 -0.208
0.464 0.351 0.571 0.101 0.140 0.424 -0.003 0.243
-0.131 -0.854 -0.007 -0.074 0.002 -0.162 0.180 -0.013
0.378 0.817 0.172 0.119 -0.050 0.097 0.007 -0.056
0.182 0.786 0.101 0.305 0.063 0.058 -0.066 0.046
-0.005 -0.561 0.257 0.225 -0.083 -0.276 0418 0.170
0.354 0.506 0.428 -0.036 0.293 -0.060 -0.080 -0.183
0.054 -0.072 0.781 -0.022 0.098 0.057 -0.014 -0.150
0.471 0.133 0.638 0.184 0.121 0.104 -0.158 0.046
0.468 0.261 0.629 0.140 0.245 0.048 0.002 0.014
-0.050 0.564 0.615 0.015 0.298 -0.039 0111 -0.052
0.12% 0.058 0.063 0.841 0.093 0.252 -0.118 0.022
0.487 0.126 -0.050 0.702 0.035 -0.025 -0.170 -0.057
0.018 0.487 0.118 0.666 -0.028 0.046 0.085 -0.220
0.417 0.246 0.274 0.512 -0.025 -0.048 -0.202 -0.377
0.399 0.145 0.134 0.493 -0.077 0.468 0.064 0.374
-0.127 -0.396 0.263 -0.411 -0.246 0.125 0.245 0.339
0.256 0.064 0.166 0.022 0.819 0.051 -0.080 0.087
0.197 0.004 0.388 0.175 0.658 0.009 0324 0.023
0.228 0.094 0.052 0.010 -0.080 0.723 -0.016 -00017
-0.071 -0.186 0.042 -0.330 -0.237 -0.595 0.036 0.265
-0.043 -0.222 0.051 -0.251 0.165 0.130 0.767 -0.073
0.264 -0.020 0.256 -0.068 0.264 0.358 -0.613 -0.13%
-0.328 -0.067 -0.212 -0.135 0.114 -0.173 -0.024 0.751
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Appendix 14. Cronbach’s Alpha for Component 1

Case Processing Summary

M %
Cases  Valid 132 100.0
Excluded® 0 0
Total 132 100.0

a. Listwise deletion based on all variables in
the procedure.

Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach's Standardized
Alpha ltems M of tems
13 16 a
ltem Statistics
Mean Std. Deviation
Q24 f.08 BA3 132
Q25 .16 T80 132
Q4 6.05 B4 132
Q26 5.83 AT74 132
@30 5.95 887 132
Q12 .14 G824 132
Q29_new 6.02 1.048 132
Q27_new f.19 26 132
ltem-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Yariance if [tem-Total Multiple Alpha if ltem
ltern Deletad ltern Deletad Correlation Correlation Deletad

Q24 4235 23.823 836 817 .8az2
Q25 422 24,874 812 .TE0 .BO6
o4 4237 24.327 794 BET .Bo6
Q26 4259 23.816 21 640 R
230 4247 25.2549 543 378 818
Q12 422 27.241 h42 326 15
Q29_new 42 41 22.885 61 690 .8ag
Q27_new 422 23.647 .7a0 712 .BO6
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Appendix 15. Cronbach’s Alpha for Component 2

Case Processing Summary

M %
Cases  Valid 132 100.0
Excluded?® 0 0
Total 132 100.0
a. Listwise deletion based on all variables in
the procedure.

Reliability Statistics

Cronbach's
Alpha Based
an
Cronbach's Standardized
Alpha ltems M of tems
831 836 ]
ltem Statistics
Mean Std. Deviation
C16_new 6.20 1.024 132
Q13_new 6.20 826 132
o117 6.11 &70 132
Q14 22 T13 132
Q20 L A2 132
item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if ltem-Total Multiple Alpha if ltem
[term Deleted [term Deleted Carrelation Carrelation Deleted

C16_new 243 7.010 T3 Najelsd TE6
Q13_new 243 BAET ET3 440 812
o117 2440 TA73 Ja2 B3 a8
214 24.30 2500 T25 AE1 e
Q20 2474 g.844 424 223 854
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Appendix 16. Cronbach’s Alpha for Component 3

Case Processing Summary

M %
Cases  Valid 132 100.0
Excluded? 0 0
Total 132 100.0

a. Listwise deletion based on all variahles in

the procedure.

Reliability Statistics
Cronbach's
Alpha Based
an
Cronbach's Standardized
Alpha [terms M of tems
B35 845 4
Item Statistics
Mean Std. Deviation Ml
Q23 540 1.025 132
Q1 585 7ad 132
Q21 565 1.081 132
Q22 5A2 1.201 132
item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Variance if [tem-Total Multiple Alpha if ltem
[tem Deleted [tem Deleted Carrelation Carrelation Deleted
Q23 1712 7.069 628 424 .e0a8
Q18 16.58 7.773 710 Ry .7a8
221 16.87 G.541 G4 523 .7a3
Q22 17.00 6.031 691 482 .78h
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Appendix 17. Cronbach’s Alpha for Component 4

Case Processing Summary

M %
Cases  Walid 132 100.0
Excluded® 0 0
Total 132 100.0

a. Listwise deletion based on all variables in
the procedure.

Reliability Statistics

Cronbach's
Alpha Based
an
Cronbach's Standardized
Alpha [tems [ of tems
825 845 ]
Item Statistics
Mean Std. Deviation [l
Q8 6.14 JA3 132
Q7 6.18 808 132
24 5.498 .BE6 132
210 588 a3 132
215 6.20 J18 132
QE_new 563 1.338 132
Itemn-Total Statistics
Scale Corrected Squared Cronbach's
Scale Meanif Wariance if [tem-Total Multiple Alpha if ltem
ltem Deleted ltem Deleted Correlation Correlation Deleted
Qe 29.89 11.811 oo 658 a0
Q7 29.85 11.717 GER 487 .T86
(e 30.08 11135 Nitsle] R il
210 3014 11.676 G35 474 .reg
Q15 29.83 12.854 480 346 v
QE_new 30.40 9708 R38 337 836
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Appendix 18. Cronbach’s Alpha for Component 5

Case Processing Summary

M %
Cases  Walid 132 100.0
Excluded® 0 .0
Total 132 100.0

a. Listwise deletion hased on all variables in
the procedure.

Reliability Statistics

Cronbach's
Alpha Based

Cronbach's Standardized
Alpha [tems [ of ltems
4849 406 2
tem Statistics
Mean Std. Deviation I
Q28 488 1.105 132
Q18 478 1.500 132
ltem-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Wariance if ltem-Total Multiple Alpha if tem
[tern Deleted [tern Deleted Correlation Correlation Deleted
Q28 478 2.249 338 A14
Q18 488 1.222 338 15
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Appendix 19. Cronbach’s Alpha for Component 6

Case Processing Summary

M %
Cases  WValid 132 100.0
Excluded? 0 0
Total 132 100.0

a. Listwise deletion based on all variahles in

the procedure.

Reliability Statistics

Cronbach's
Alpha Based
an
Cronbach's Standardized
Alpha [tems M of ltems
283 331 2
Item Statistics
Mean Std. Deviation ]
Q3 5.93 812 132
Q2_new 541 1.409 132
Itemn-Total Statistics
Scale Corrected Squared Cronhach's
Scale Meanif Yariance if [tem-Total Multiple Alpha if ltemn
[tem Deleted [tem Deleted Correlation Correlation Deleted
Q3 541 1.684 &8 039
Q2 _new 583 659 REEE] 039
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Appendix 20. Cronbach’s Alpha for Component 7

Case Processing Summary

M %
Cases  Valid 132 100.0
Excluded? 0 0
Total 132 100.0

a. Listwise deletion based on all variahles in

the procedure.

Reliahility Statistics
Cronbach's
Alpha Based
an
Cronbach's Standardized
Alpha [tems [ of ltems
Jea A72 2
Item Statistics
Mean Std. Deviation M
Q5 _new 1.56 680 132
211 1.73 BAT 132
item-Total Statistics
Scale Corrected Squared Cronbach's
Scale Mean if Wariance if ltem-Total Multiple Alpha if ltem
[tem Deleted [tem Deleted Carrelation Carrelation Deleted
Q5 _new 1.73 T34 0G4 0049
211 1.686 AE2 044 .004a
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Appendix 21. Final Components & Individual PEQ Items

Component 1: Positive Post-Decision Emotions

Q4. | feel confident in our decision outcome.
Q24. | feel happy about our final decision.
Q25. | feel satisfied about our final decision.
Q26. | am proud of our final decision.

Q27. I regret our final decision.

Q29. I wish I could change our final decision.

Component 2: Open Communication

Q13. I suspect that my teammate hid certain information from me.

Q14. My teammate was very open and collaborative throughout the discussion.

Q16. My teammate was overbearing during the discussion, which made me feel overpowered.
Q17. My teammate was a good listener during the discussion.

Component 3: Team Satisfaction and Viability

Q18. I enjoyed working with my teammate.

Q21. I would speak positively about this team experience to my friends.

Q22. If given the opportunity, | would want to work with my teammate in the future.

Q23. If given the opportunity, I think that my teammate would want to work with me again in the future.

Component 4: Team Cohesion

Q7. My teammate was very cooperative during the exercise.

Q8. 1 was very cooperative during the exercise.

Q9. I trusted my teammate’s judgment.

Q10. I believe my teammate trusted my judgment

Q15. 1 was very open and collaborative throughout the discussion.
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Appendix 22a. Independent Samples t-test

Dependent Variable: Component 1 (aggregate: average score across all included items)

Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Std. Deviation Mean
Factort MM a4 61078 TA268 2566
S5 32 61714 .B0487 1422
Independent Samples Test
Levene's Testfor Equality of
Wariances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Factort  Equalvariances ,, N

assumed 566 455 -.338 G4 736 -.06403 184828 -.44218 340
E lvari t
o nees o -337 | 62489 737 -06403 18983 -44343 31536
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Appendix 22b. Independent Samples t-test
Dependent Variable: Component 1 (individual items)
Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Std. Deviation Mean
024 T 34 6.06 818 188
55 2 6.189 8549 82
Q245 T 34 6.12 844 145
55 2 6.34 653 148
Q249 T 34 1.76 T4 27
55 2 1.78 806 J60
o4 T 34 6.06 dT6 133
55 2 22 806 J60
Q26 T 34 h.848 87T 168
55 2 578 1.0949 Jad
Q27 T 34 1.71 a7 148
55 32 1.72 881 J80
Independent Samples Test
Levene's Test for Equality of
Yariances test for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Qz4 52:3,',:2&'3”%8 000 998 -587 64 559 129 219 - 567 310
Egg‘jmgames net 588 | 63.098 559 129 219 - 566 300
25 Equalvan
Qa8 B vaances 001 78 | 1211 64 230 226 187 -599 147
Equal vari t
g e ne 1221 | 61730 227 226 185 - 596 144
29 Equalvan
Q28 Faua vanances 924 340 -081 B4 935 017 203 -423 300
Equal vari t
e aynees o 081 | 59972 936 017 205 -426 393
Equal vari
Q4 Eduavaances 2576 113 77 64 443 -160 207 574 254
Eg:m’g&'ames not 768 | 61181 446 160 208 - 576 257
Q26 Egg‘jmgames 630 430 305 64 694 101 256 -410 612
Equal vari t
ey s e 304 | 62032 695 401 257 412 14
27 Equalvan
Qa7 B vaances 002 966 - 061 64 952 -013 212 -437 411
Equal vari t
g e ne 061 | 63.006 52 -013 212 -437 411
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Appendix 23a. Independent Samples t-test

Dependent Variable: Component 2 (aggregate: average score across all included items)

Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Stel. Deviation Mean
Factor2 MM 34 6.0368 85087 14562
55 3z 6.2266 68203 2057
Independent Samples Test
Levene's Testfor Equality of
“ariances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig t df Sig. (2-tailed) Difference Difference Lower Upper

Factor2 EESSL::L'NCES 006 939 -.996 64 323 -18980 19056 -57049 19089
Eg:[&::];r:gances not -1.003 G2.452 320 -.18880 18829 -.56812 18853
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Appendix 23b. Independent Samples t-test
Dependent Variable: Component 2 (individual items)
Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Std. Deviation Mean
213 W 34 1.88 808 134
55 2 1.69 45492 A05
Q14 W 34 6.06 J76 133
55 2 G.28 B34 A12
Q17 W 34 5.88 1.200 206
55 2 6.13 1.040 ge4
Q16 W 34 1.91 1.138 185
55 a2 1.81 Aaa ATE
Independent Samples Test
Levene's Test for Equality of
Yariances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
a3 Equal variances . _
assumed 151 699 1.112 64 270 14958 75 -155 545
Equal variances not an - . 5
assumed 1.122 60.468 266 185 74 -.152 .542
Equal vari
aré Eaualvanances 595 443 | 1270 B4 209 222 475 -572 127
Equal variances not
assumed 1.278 62.789 206 222 74 =570 125
17 Equal variances
assumed .0os 946 -.876 64 385 243 277 -.796 AR
Equal variances not - A -
assumed -.874 G3.576 382 243 276 -.794 309
Q16 Equal variances N - -
assumed 110 T4 376 64 708 098 264 -.428 627
Equal variances not - . -
assumed 37T 63.693 Fo7 .08s 263 -.426 625
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Appendix 24a. Independent Samples t-test

Dependent Variable: Component 3 (aggregate: average score across all included items)

Independent Variable: Team Composition (filtered)

Group Statistics
Std. Erraor
condition M Mean Std. Deviation Mean
Factord MM 34 55058 7098z A2173
55 32 55156 87744 5511

Independent Samples Test

Levene's Test for Equality of

ariances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Factor3  Eqgualvariances

assumed 374 543 408 64 685 07996 REEES -31142 A7134
Equal variances not -
assumed 408 59.680 687 07996 14718 -314449 47442
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Appendix 24b. Independent Samples t-test
Dependent Variable: Component 3 (individual items)
Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Std. Deviation Mean
Q18 A 34 6.00 G9E 118
55 32 5.88 N 133
221 A 34 5 65 881 168
55 32 547 1.164 206
Q22 A 34 547 1.161 188
55 32 538 1.284 22
223 A 34 526 863 65
55 32 534 837 166
Independent Samples Test
Levene's Testfor Equality of
Variances t-test for Equality of Means
95% Confidence Interval ofthe
Std. Errar Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Equal vari
Qie Eauavanances 500 482 701 64 486 125 178 231 481
Equal vari t
mesumag e 700 | 62816 487 125 179 23 482
21 Equalvan
Qa1 Eaua vanances 1722 194 674 64 502 178 264 -.350 706
Equal vari t
oo 671 | 60.796 505 178 266 -353 710
22 Equalvan
@ e an nees 777 281 17 64 752 096 302 -507 698
Equal vari t
oo ne 36 | 62204 753 056 303 -500 700
23 Equalvan
a3 Saus vatances 018 880 .338 64 737 -079 234 -547 389
Eg:ﬁm:games not 338 | 63926 737 -079 234 - 546 388
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Appendix 25a. Independent Samples t-test

Dependent Variable: Component 4 (aggregate: average score across all included items)

Independent Variable: Team Composition (filtered)

Group Statistics
Std. Errar
condition M Mean Std. Deviation Mean
Factord MM 34 6.0000 A6354 077845
55 a2 6.2063 AE451 099749
Independent Samples Test

Levene's Testfor Equality of

Wariances ttest for Equality of Means
95% Confidence Interval ofthe
Mean Std. Errar Differance
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
[ Equal variances

Factord e 2,076 089 | -1.840 64 108 - 20625 12573 - 45743 04493
Equal vari t

ey eE= e 1630 | 50.508 108 -20825 12857 - 45048 04698
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Appendix 25b. Independent Samples t-test
Dependent Variable: Component 4 (individual items)
Independent Variable: Team Composition (filtered)

Group Statistics
Std. Error
condition M Mean Std. Deviation Mean
Q7 1] 34 6.08 763 1249
S5 3z 6.34 G445 0496
Qg 1] 34 6.08 &70 .0a9g
S5 3z 6.28 A3 103
(w]e] 1] 34 582 G626 A07
S5 3z 6.149 an 145
@10 1] 34 582 J16 A23
S5 3z 6.06 619 109
Q15 1] 34 6.18 459 07a
S5 3z 6.16 884 66
Independent Samples Test
Levene's Test for Equality of
Yariances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
ar Eaualvarances 301 585 | -1.570 B4 A21 256 163 - 581 070
Eualvartances not 1585 | 60.128 118 256 161 -578 067
Q8 Equalvarances 1.729 193 | 1361 B4 178 -193 142 - 476 080
Eaual varlances not 1361 | 63.560 178 -193 142 - 476 080
Qs Equalvarances 778 38 | -2.033 B4 046 -364 a79 722 -006
Eaual varlances not 2017 | 57.943 048 -364 180 -725 -003
Qo Eualvariances 140 708 | 1446 B4 153 239 165 -569 081
Edual varlances not 1452 | 63.548 151 239 165 568 080
Qs Equalvarances 6.305 015 118 B4 807 020 an -323 364
Edual varlances not 16 | 45971 908 020 78 an an
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